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Context

Graphs serve as unifying abstractions for encoding, inspecting, and updating interconnected
data, with property graphs being the most expressive models to represent complex
semantics and topologies. Property graphs are established as expressive models combining
key-value pairs as properties with multiple labels on nodes and edges. Understanding graphs
is crucial for making inferences about the connections between entities within a complex
system and uncovering hidden patterns and trends.

LLMs have been applied in several domains, and recently also for reasoning over graphs
[1,2], specifically on simple labeled graphs and considering a limited number of
computational task types, such as verifying the existence of nodes, edges, cycles, and
computing the degrees of a node.

However, their ability to reason over more expressive graph models (e.g., property graphs) is
still uncertain. In particular, we are interested in understanding how the encoding of the graph
changes the capability of the LLM to answer queries on the graphs, where queries can be
about schema discovery, analysis, or aggregation.

Tasks

e Getting familiar with the property graph model [4] and the Neo4j database and the
different types of query.

e Getting familiar with the state of the art regarding structured data [3] and graph text
encoding and LLM prompting [1,2]

e Devise a set of extensive experiments to evaluate how different property graph
encoding influences the capability of the LLM to reason over the graph.

e (Advanced) Evaluate other types of expressive graph model, such as RDF [5]

Requirements
e Good programming skills (Python, C++, Rust)
e Familiarity with property graph
e Familiarity with LLMs API (e.g., langchain).
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