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Context

Graph data is ubiquitous in several application domains, such as life sciences, finance,
security, logistics, and planning. To ensure the quality of the data, several approaches were
developed to express graph constraints of different expressiveness to detect potential
glitches and adopt automatic repairing strategies.

However, these methods require both to know the shape of the data (i.e., the schema) in
advance, which may be not possible (or is totally absent) and to know the constraints.
Defining the constraints can be difficult, time-consuming, and prone to error since it requires
knowledge from domain experts.

Objectives

The objective of this project is to study how generative AI, especially Generative Adversarial
Neural Networks and Large Language Models, can be used to data repair rules (e.g.,
consistency constraints) in graphs.

While other machine learning methods need a large quantity of annotated data to be trained
(that is expensive or even impossible to obtain), self-supervised methods as the one
mentioned above can learn patterns from the data and infer consistency rules that can be
used to clean the data [1].

However, the challenge consists in the fact that the data itself may be dirty and, as a
consequence, the model may learn wrong or inaccurate rules. For this reason, it is crucial to
design and implement methods to detect those false rules and remove or correct them.

These methods can be either based on the discriminator component of a GAN [1] or human
judgments (in a human-in-the-loop fashion)[3,4].

The project can be either a comparison between GAN and LLM or focus on a single
technology (e.g., only LLM [8]). In this case, multiple models should be considered (e.g.,
GPT-4 vs. FLAN-T5).

Task



● Familiarize yourself with the concept of data cleaning [7] and graphs [2]. Possibly,
select a subset of consistency rules to address [5,6].

● Investigate how a GAN and a LLM can be used to infer the consistency rules. What
are the inputs? How does the graph need to be encoded?

● Design the experiment(s) to evaluate the effectiveness of the models you chose.
What metrics should be considered? Which data? How difficult is it to detect and
correct the wrong rules inferred by the models?

Requirements

● Good programming skills (Python, C++)
● Familiarity with machine learning technologies
● Familiarity with graph databases
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