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ABSTRACT

Automatic prediction of emotions requires reliably annotated
data which can be achieved using scoring or pairwise ranking.
But can we predict an emotional score using a ranking-based
annotation approach? In this paper, we propose to answer this
question by describing a regression analysis to map crowd-
sourced rankings into affective scores in the induced valence-
arousal emotional space. This process takes advantages of the
Gaussian Processes for regression that can take into account
the variance of the ratings and thus the subjectivity of emo-
tions. Regression models successfully learn to fit input data
and provide valid predictions. Two distinct experiments were
realized using a small subset of the publicly available LIRIS-
ACCEDE affective video database for which crowdsourced
ranks, as well as affective ratings, are available for arousal
and valence. It allows to enrich LIRIS-ACCEDE by provid-
ing absolute video ratings for the whole database in addition
to video rankings that are already available.

Index Terms— Gaussian Processes for Regression, Out-
lier detection, Affective video database, Affective computing

1. INTRODUCTION

Large multimedia databases are essential in various fields.
They can be used to measure the performance of different
works, enable benchmarks, and they can also be used to learn
and test computational models using machine learning. The
Affective Computing field is no exception to the rule and
some well-known picture databases are already intensively
used by researchers, such as the IAPS database [1]. But un-
til very recently, there did not exist affective video databases
publicly available large enough to be used in machine learn-
ing. Existing databases were too small, not sufficiently realis-
tic or suffered from copyright issues. That is why Soleymani
et al. wrote in [2] that

“High-quality corpora will help to push forward
the state of the art in affective video indexing.”

Recently, a large affective video database called LIRIS-
ACCEDE [3] has been made publicly available ! in an attempt
to solve most of these issues. In this database, 9,800 video
excerpts have been annotated with pairwise comparisons us-
ing crowdsourcing along the induced dimensions of the 2D
valence-arousal emotional space. Valence can range from
negative (e.g., sad, disappointed) to positive (e.g., happy,
elated), whereas arousal varies from inactive (e.g., calm,
bored) to active (e.g., excited, alarmed). All the video clips
being ranked along both dimensions, the rankings provide no
information about the distances between them. Furthermore,
these ranks are relative to this particular database which pre-
vents the comparison with other video clips annotated with
absolute valence and arousal values.

This is why the goal of this paper is to enrich the LIRIS-
ACCEDE database by providing absolute video ratings in ad-
dition to video rankings that are already available. The new
absolute video ratings are generated thanks to a regression
analysis, allowing to map the ranked database into the 2D
valence-arousal affective space. Gaussian Processes for Re-
gression were preferred over other existing regression tech-
niques since they can model the noisiness from measurements
and thus take into account the subjectivity of emotions. The
proposed regression analysis is performed using rating values
collected on a subset of the database from a previous exper-
iment. Results show that the predictions of our models are
in line with these affective rating values and thus are able to
estimate affective ratings from crowdsourced ranks.

The paper is organized as follows. Section 2 provides
background material on affective multimedia self-reporting
methods. Section 3 presents the database, the crowdsourced
experiment that led to the ranking of the whole database and
the controlled experiment in which arousal and valence rat-
ings are collected for a subset of the database. For the purpose
of estimating scores in the affective space from crowdsourced
ranks, a regression analysis is performed in Section 4. Next,
in Section 5, the outliers are detected and removed from the
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process. Results are discussed in Section 6 and finally, con-
clusion and future work end the paper in Section 7.

2. RELATED WORK

In previous works, three different self-reporting methods with
different advantages and drawbacks have been used to anno-
tate affective multimedia databases: ratings, continuous an-
notations and ranking approaches.

Rating-based are the most popular in experiments to anno-
tate a collection of movies. Annotators are asked to select on a
rating scale the score that best represents the emotion induced
by the video segment. For example, this process has been
used to annotate, among others, the HUMAINE [4], FilmStim
[5] and DEAP [6] affective video databases. The advantage
of the scoring method is that annotators rate a video clip in-
dependently of any other video clip and thus, the scores can
be easily compared even to those of video clips annotated in
other experiments. But indeed, requesting an affective score
requires annotators to understand the range of the emotional
scale which is a sizable cognitive load. Furthermore, it may
be quite difficult to ensure that the scale is used consistently
[7], especially in experiments using crowdsourcing [3].

Continuous ratings are even more difficult to implement.
Recently, Metallinou and Narayan investigated the challenges
of continuous assessments of emotional states [8]. This tech-
nique is promising since the precision of the annotations
is better than any other technique where one annotation is
made for a large video segment. However, there are sev-
eral issues that have to be addressed such as user-specific
delays or the aggregation of multiple continuous subjective
self-assessments.

Ranking approaches and more specifically pairwise com-
parisons are easier as they require less cognitive load. An-
notators agree more when describing emotions in relative
terms. Thus, pairwise comparisons enhance the reliability of
the ground truth. This method has been used by Yang and
Chen [9] to annotate the emotions induced by a collection of
songs, and more recently in [3] to rank the LIRIS-ACCEDE
affective video database described in the next section. Some
approaches, such as [10], are able to derive ratio scale mea-
sures of the stimuli from only binary judgments from pairwise
comparisons but they are not applicable in experiments deal-
ing with a large number of stimuli. To deal with a huge num-
ber of stimuli, the quicksort algorithm can be used in order to
reduce the amount of pairwise comparisons needed to sort the
stimuli. But the main disadvantage of rating-by-comparison
experiments, for which comparisons are generated using the
quick sort algorithm as in [3], is that relative ranks do not
provide indication about the distance between the excerpts,
i.e. we do not know how much lower or higher a valence
or arousal rank is than another one. It is also not sure that
the median value represents a neutral data. In order to solve
these drawbacks, Yang and Chen explored the possibility of

Fig. 1. Some examples of key frames extracted from several
video clips included in the LIRIS-ACCEDE database. Credits
can be found at http://liris-accede.ec-lyon.fr/database.php.

representing songs in the emotion space according to relative
emotion rankings but the ranks were converted to emotion
scores in a linear way.

In this work, we show that it is possible to map the relative
ranks of the 9,800 excerpts of the LIRIS-ACCEDE database
into the valence-arousal emotional space in a finer way, thus
combining the advantages of both the rating-based and rank-
ing self-reporting methods, while considering the variability
of annotations in emotion.

3. LIRIS-ACCEDE DATABASE

First, we describe the LIRIS-ACCEDE database used in this
work and the previous experiments that led to the annotation
of the whole database.

3.1. Description

LIRIS-ACCEDE is composed of 9,800 video clips extracted
from 160 movies shared under Creative Commons Licenses
[3]. Thus, the database can be shared publicly without copy-
right issues. The excerpts included in the database have been
extracted from movies labeled under several movie genres
such as comedy, drama, horror, documentary or even anima-
tion movies. Thus, the database is representative of current



most popular movie genres. The 9,800 video segments last
between 8 and 12 seconds. It is large enough to get consis-
tent video clips allowing the viewer to feel emotions and it
is also small enough to reduce the probability for a viewer to
feel more than one emotion per excerpt. In order to extract
consistent segments from movies, a fade and scene cut detec-
tion based on [11] has been implemented to make sure that
each extracted segment starts and ends with a fade or a scene
cut. There are numerous different video scenes reflecting the
variety of selected movies. This variety can be seen on Figure
1 showing the key frame of several excerpts included in the
database.

Annotating such a large amount of data in laboratory
would be very time-consuming. That is why crowdsourcing
has been used to rank the whole database along the induced
arousal and valence axes.

3.2. Crowdsourced ranking experiment

The annotations were gathered using the CrowdFlower plat-
form, since it reaches several crowdsourcing services. Thus,
collected annotations were made from workers with more
different cultural backgrounds than experiments made only
on one crowdsourcing service particularly popular for a few
countries. Figure 2 shows that for the experiment made
on CrowdFlower to rank the database along the induced
arousal axis, the distribution of the country of annotators was
very different depending on the crowdsourcing service. For
example, most workers on Amazon Mechanical Turk were
American and Indian whereas for instaGC workers are mostly
American, Canadian and British.

To make reliable annotations as simple as possible, pair-
wise comparisons were proposed on CrowdFlower in order
to rank the database along the induced arousal and valence
axes. The ranking of the whole database was a two-stage
process. First, annotations to rank the database along the
induced valence axis were gathered. Workers were simply
asked to select the video clip inducing the most positive emo-
tion. Then, in the second step, workers were asked to select
the excerpt inducing the calmest emotion, allowing to rank
the database along the arousal axis. For both ranking exper-
iments, the pairwise comparisons were generated and sorted
using the quick sort algorithm. Workers were paid 0.01$ per
comparison. More than 4,000 annotators participated in both
stages, allowing to rank the LIRIS-ACCEDE database along
the induced valence and arousal axes. Note that a more de-
tailed description of the ranking process is given in [3].

3.3. Controlled rating experiment

To cross-validate the annotations gathered from various un-
controlled environments using crowdsourcing, another exper-
iment has been created to collect ratings for a subset of the
database in a controlled environment.
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Fig. 2. Distribution of most represented countries for major
crowdsourcing services used in October 2013.

In this controlled experiment, 28 volunteers were asked
to rate a subset of the database carefully selected using the
5-point discrete Self-Assessment-Manikin scales for valence
and arousal [12]. 20 excerpts per axis that are regularly dis-
tributed have been selected in order to get enough excerpts
to represent the whole database while being relatively few
to create an experiment of acceptable duration. Thus, their

optimum rank positions are those with value %80 X n with
n € {0,...,19}. For each axis and each optimum rank,

we select the excerpt i € {0,...,9799} with o’ > 0.6 as
close as possible to the optimum rank, where o' is the Krip-
pendorff’s alpha [13] measuring the inter-rater reliability of
excerpt ¢ during the crowdsourced ranking experiment. This
process ensures that the selected film clips have different lev-
els of valence and arousal and thus are representative of the
full database while being highly reliable in eliciting such in-
duced emotions. To rate selected excerpts, participants were
instructed to focus on the emotion they felt while watching
the 40 video clips. All the videos were presented in a ran-
dom order and the participants had to perform immediately
a self-assessment of their level of arousal or valence directly
after viewing each film clip. Finally, all the annotations of a
video clip were averaged to compute the affective rating of
the excerpt. Due to the 5-point discrete scales used in this
experiment, affective ratings range from 1 to 5.

The Spearman’s rank correlation coefficient (SRCC) be-
tween the rankings of the film clips in the LIRIS-ACCEDE
database and the ratings collected in this experiment exhibited
a statistically highly significant correlation for both arousal



(SRCC = 0.751) and valence (SRCC = 0.795), thus validat-
ing the annotations made from various uncontrolled environ-
ments.

Hence, the goal of this paper is to use these rankings and
ratings available for the 40 video clips selected for this sec-
ond experiment to perform a regression analysis between the
rankings and the ratings to convert the relative rankings into
absolute scores.

4. REGRESSION ANALYSIS

Among all existing regression models, we used the Gaussian
Processes for Regression as they can model the noisiness from
measurements and thus take into account the subjectivity of
emotions.

Two different Gaussian Process Regression Models are
learned in this part, one for the valence axis and a second one
for arousal. From the rank given as input (ranging from O to
9799), the goal of the models is to predict its affective rating
for the dedicated axis (ranging from 1 to 5). To learn the mod-
els, we will use the crowdsourced ranks and the correspond-
ing affective ratings gathered in section 3.3. The variance of
the annotations gathered in this controlled rating experiment
will be used to provide guidance to learn the models. Thus,
these variances will be needed only during the learning step
and will no longer be necessary to predict new affective rat-
ings.

Knowing the rank x for valence or arousal of a video clip
in the database, the goal of the Gaussian Processes regression
models is to estimate the score g(z) of the video clip in the
affective space. Rasmussen and Williams [14] define a Gaus-
sian Process (GP) as a collection of random variables, any GP
finite number of which have a joint Gaussian distribution. The
predictions from a GP model take the form of a full predictive
distribution:

g(x) = f(x) +h(z)" B, with f(z) ~ GP(0,k(z,2")) (1)

where f(z) is a zero mean GP, h(z) are a set of fixed basis
functions, and 8 are additional parameters. For valence we
used linear basis functions whereas quadratic basis functions
were selected for arousal.

We used the squared exponential kernel for which, dur-
ing interpolation at new values, distant observations will have
negligible effect:

—(z —2")?

k(z,2") = o7 x exp ( 52

> +ond(x,a) Q)
where the length-scale ! and the signal variance oy are hy-
perparameters, o, is the noise variance and &(x,2’) is the
Kronecker delta. All the parameters are estimated using the
maximum likelihood principle. In this work, o,, values are
not hyperparameters since they represent the known variance
of annotations gathered in the controlled rating experiment

(b) Arousal

Fig. 3. Mahalanobis distances between the 40 video clips and
the estimated center of mass, with respect to the estimated
covariance in the ranking/rating space. Red points are the
video clips considered as outliers.

described in section 3.3. They are added to the diagonal of
the assumed training covariance. As a consequence, the GP
is also able to model the subjectivity of emotions from this
experiment.

5. OUTLIER DETECTION

To perform a regression analysis on clean data, the first step
is to detect outliers.

The Minimum Covariance Determinant (MCD) estimator
introduced by Rousseeuw in [15] is a highly robust estimator
for estimating the center and scatter of a high dimensional
data set without being influenced by outliers. Assuming that
the inlier data are Gaussian distributed, it consists in finding
a subset of observations whose empirical covariance has the
smallest determinant. The MCD estimate of location 1 is then
the average of the “pure” observations in the selected subset
and the MCD estimate of scatter is their covariance matrix X..
In this work, we used the fast MCD algorithm implemented in
[16] to estimate the covariance of the 40 video clips defined in
section 3.3, described in the 2D ranking/rating space by their
rank and rating score.

Once the center and covariance matrix have been esti-
mated, the Mahalanobis distance of centered observations can
be computed. It provides a relative measure of an observation
from the center of mass taking into account the correlation
between those points. The Mahalanobis distance of a video
clip z; is defined as:

sy (:)? = (zi — WS (@i — ) 3)

where p and X are the estimated center of mass and covari-
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Fig. 4. Box plot of the Mahalanobis distances for valence and
arousal. The whiskers show the lowest and highest values still
within the 1,5 IQR. Red points are the video clips considered
as outliers.

ance of the underlying Gaussian distribution. Figure 3 shows
the shape of the Mahalanobis distances for the valence and
arousal data sets.

By considering the covariance of the data and the scales of
the different variables, the Mahalanobis distance is useful for
detecting outliers in such cases. As a rule of thumb, a video
clip z; is considered as an outlier if d(,, x)(z;) < Q1 — 1.5 x
IQR orif d, x)(z;) > Q3 + 1.5 x IQR with Q1 and Q3
the first and third quartiles and 7Q R the Inter-quartile Range.
The boxplots showing the outliers detected for valence and
arousal during this process are illustrated in Figure 4.

In our experiments, two video clips are categorized as out-
liers for valence and three video clips for arousal. Thus, these
video clips are removed from the data sets in order to perform
a regression analysis only on “clean” data sets. As a con-
sequence, 38 video clips are used to perform the regression
analysis for valence while for arousal the data set is composed
of 37 video clips.

6. RESULTS

Figure 5 shows the regression models trained on all “clean”
video clips for both valence and arousal axes. The 95% con-
fidence interval shows that the models successfully used the
variance of the annotations to learn the models.

To measure the prediction power of the learned regression
models, we calculated in addition to the well-known conven-
tional squared correlation coefficient R?, the predictive leave-
one-out squared correlation coefficient Q7 defined as:

% (ypT'ed(N—l) . y1)2
2 i=1 !
Qloo =1- N N1 2 (4)
Z (yz - ymea'ri )

i=1
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Fig. 5. Gaussian Process Models learned for valence and
arousal converting ranks (horizontal axis) into ratings (ver-
tical axis). Black bars show the variance of the annotations
gathered in section 3.3.

Table 1. Performance of the Gaussian Process Models
learned predicting valence and arousal.

Measure Valence Arousal
R? 0.657 0.632
Ql?oo 0.621 0.586

set from which the video clip ¢ was removed. Note that the
arithmetic mean used in equation (4), yN - 1% is different for

each test set and calculated for the observed values comprised
in the training set.

R? measures the goodness of fit of a model while Q%
computed using the leave-one-out cross-validation technique
measures the model prediction power. Both values for valence
and arousal are shown in Table 1.

These results are remarkably high considering that we are
modeling crowdsourced ranks and affective ratings that are
both subject to the subjectivity of human emotions. Thus, our
proposed regression models successfully learned to fit input
observations. Furthermore, Q7. values show that the models
are also able to provide valid predictions for new observa-
tions.



7. CONCLUSION

In this work, we show that it is possible to estimate absolute
values in the emotional space using affective ranks while tak-
ing into account the subjectivity of emotions.

First, we used the relative ranks available for the 9,800
video clips of the LIRIS-ACCEDE database as well as ab-
solute scores available for a subset of the database. Outliers
were detected using the minimum covariance determinant es-
timator and removed from the dataset in order to create a sub-
set of “clean” observations. Finally, a regression analysis was
performed for valence and arousal. The Gaussian process re-
gression models, taking into account the variance of the an-
notation of the absolute scores, achieved a good performance,
confirming our intuition that absolute scores in the affective
space can be estimated using relative ranks.

In a near future, we plan to consider the continuous an-
notation process as a way to get finer annotations for longer
video clips. The comparisons between these continuous an-
notations and absolute scores will allow to study the effect of
the memorability on the induced emotions.
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