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ABSTRACT
In this paper we are proposing a novel computer vision sys-
tem that can recognize expression of pain in videos by ana-
lyzing facial features. Usually pain is reported and recorded
manually and thus carry lot of subjectivity. Manual moni-
toring of pain makes difficult for the medical practitioners to
respond quickly in critical situations. Thus, it is desirable
to design such a system that can automate this task. With
our proposed model pain monitoring can be done in real-time
without any human intervention. We propose to extract shape
information using pyramid histogram of orientation gradients
(PHOG) and appearance information using pyramid local bi-
nary pattern (PLBP) in order to get discriminative represen-
tation of face. We tested our proposed model on UNBC-
McMaster Shoulder Pain Expression Archive Database and
recorded results that exceeds state-of-the-art.

Index Terms— pain, classification, PHOG, PLBP

1. INTRODUCTION

Most of the models for facial expressions recognition [1, 2,
3, 4, 5, 6] function only for six universal facial expressions.
There exist very few computational models that can recognize
very subtle facial expressions i.e. pain [7, 8, 9] and fatigue
[10, 11]. Pain monitoring of patients (in a clinical scenario) is
a very complicated, subjective but as well as very important
task. Usually pain is self reported and according to Hadjis-
tavropoulos et al. [12] it (self report) has many limitations.
Thus, it is desirable to design such a system that can automate
this task. Generally, manual monitoring of pain has following
problems: first, pain cannot be recorded continuously. Sec-
ond, the problem of subjectivity i.e. different patients have
different perception of pain and can under report or over re-
port the pain. Lastly, the person recording the pain has to
make judgment of pain level, which could vary from person
to person. An automatic computer vision system can solve all
of the above mentioned problems.

In this paper we are proposing a framework that can rec-
ognize pain by analyzing face. This work can be considered

as the first of its kind, as the previous algorithms that recog-
nize pain [7, 8, 9] utilize facial action coding system (FACS)
[13] or employ some kind of face registration, cropping or
alignment [14, 15, 16] as a preprocessing. Our proposed
framework is neither based on FACS nor it requires face align-
ment. FACS describes the facial expressions in terms of 46
component movements or action units (AUs), which roughly
correspond to the individual facial muscle movements. The
problem with using FACS is the time required to code ev-
ery frame of the video. FACS was envisioned for manual
coding by FACS human experts. It takes over 100 hours of
training to become proficient in FACS, and it takes approx-
imately 2 hours for human experts to code each minute of
video [7]. Second limitation of existing algorithms for pain
detection [7, 8, 9] is the problem of face registration. The al-
gorithms proposed in [8, 9] are based on Active Appearance
Models (AAMs) [17] and it is known that AAM fails to regis-
ter face when either the initial shape estimate of face is too far
off and /or the appearance model fails to direct search toward
a good match. Another limitation of AAMs is the computa-
tional complexity associated with the training phase of it [18].
Our proposed algorithm rectify these problems as it does not
require FACS coding and face image to be registered.

We are proposing a model that can recognize pain by an-
alyzing shape and appearance information of the face. We
have used shape and appearance features for detecting pain as
according to Lucey et al. [8] both shape (i.e. contour) and
appearance (i.e. texture) are important for pain detection. In
our proposed model we have extracted shape information us-
ing pyramid histogram of orientation gradients (PHOG) [19]
and appearance information using pyramid local binary pat-
tern (PLBP).

2. UNBC-MCMASTER SHOULDER PAIN
EXPRESSION ARCHIVE DATABASE

We have used UNBC-McMaster Shoulder Pain Expression
Archive Database [20] to test the performance of the pro-
posed model as done in [8, 9]. In the distributed database



Fig. 1. Examples from UNBC-McMaster Shoulder Pain Expression Archive Database. Considerable head movement occurs
during the sequence.

archive there are 200 sequences across 25 subjects, which to-
tals 48,398 images. All of the subjects were having a problem
with shoulder pain. Spontaneous expression of pain from pa-
tients is recorded using digital cameras in a laboratory room
as they underwent eight standard range-of-motion tests. Fig.
1 shows an example frames from the database. It is observ-
able that there is a considerable head movement that occurs
during sequences as the patient experiences pain.

All frames in the distribution are FACS coded and the
PSPI (Prkachin and Solomon Pain Intensity Scale) pain score
[21, 22] is also provided for every frame. PSPI defines pain
with the help of FACS action units. According to PSPI pain is
the sum of intensities of action units related to eye brow low-
ering, cheek raiser, nose wrinkles, lip raiser and eye closure.
We used PSPI score to divide the database in two parts. First
part contained frames with pain score of 0 (no pain), while
the other part contained frames that show patients with pain
(PSPI > 0). In this way 40,029 frames were categorized in
first part (82.7%) and 8,369 frames were categorized in sec-
ond part (17.3%).

3. EXTRACTED FEATURES

As mentioned earlier, we extracted shape and appearance fea-
tures from the face as according to Lucey et al. [8] both shape
(i.e. contour) and appearance (i.e. texture) are important for
detecting pain. In our proposed framework for pain detection,
we extracted shape information using pyramid histogram of
orientation gradients (PHOG) [19]. For extracting appearance
information we are proposing a new descriptor called pyramid
local binary pattern (PLBP). As the name suggests it is based
on local binary pattern (LBP) descriptor [23].

3.1. Pyramid local binary pattern (PLBP)

Pyramid local binary pattern (PLBP) is a pyramidal-based
spatial representation of local binary pattern (LBP) descrip-
tor. PLBP represents stimuli by their local texture (LBP) and
the spatial layout of the texture. The spatial layout is acquired
by tiling the image into regions at multiple resolutions. The
idea is illustrated in Fig. 2. If only the coarsest level is used,

then the descriptor reduces to a global LBP histogram. Com-
paring to the multi-resolution LBP of Ojala et al.[24] , our de-
scriptor selects samples in a more uniformly distributed man-
ner. Whereas Ojala’s LBP takes samples centered around a
point leading to missing some information in the case of face
(which is different than a repetitive texture).

Fig. 2. Pyramid of Local Binary Pattern. First row: stimuli at
two different pyramid levels, second row: histograms of LBP
at two respective levels, third row: final descriptor.

LBP features were initially proposed for texture analysis
[23], but recently they have been successfully used for facial
expression analysis [2, 25]. The most important property of
LBP features are their tolerance against illumination changes
and their computational simplicity [23, 24]. The operator la-
bels the pixels of an image by thresholding the 3 x 3 neighbor-
hood of each pixel with the center value and considering the
result as a binary number. Then the histogram of the labels
can be used as a texture descriptor. Formally, LBP operator
takes the form:

LBP (xc, yc) =

7∑
n=0

s(in − ic)2n (1)



where in this case n runs over the 8 neighbors of the cen-
tral pixel c, ic and in are the gray level values at c and n and
s(u) is 1 if u ≥ 0 or 0 otherwise.

Later, the LBP operator is extended to use neighborhood
of different sizes [24] as the original operator uses 3 x 3 neigh-
borhood. Using circular neighborhoods and bilinearly inter-
polating the pixel values allow any radius and number of pix-
els in the neighborhood. The LBP operator with P sampling
points on a circular neighborhood of radius R is given by:

LBPP,R =

P−1∑
p=0

s(gp − gc)2p (2)

where, gc is the gray value of the central pixel, gp is
the value of its neighbors, P is the total number of involved
neighbors and R is the radius of the neighborhood.

Another extension to the original operator is the definition
of uniform patterns, which can be used to reduce the length of
the feature vector and implement a simple rotation-invariant
descriptor. A local binary pattern is called uniform if the bi-
nary pattern contains at most two bitwise transitions from 0
to 1 or vice versa when the bit pattern is traversed circularly.
Accumulating the patterns which have more than 2 transitions
into a single bin yields an LBP operator, denoted LBPu2

P,R.
patterns. These binary patterns can be used to represent tex-
ture primitives such as spot, flat area, edge and corner.

We extend LBP operator so that the stimuli can be repre-
sented by its local texture and the spatial layout of the texture.
We call this extended LBP operator as pyramid of local bi-
nary pattern or PLBP. PLBP creates the spatial pyramid by di-
viding the stimuli into finer spatial sub-regions by iteratively
doubling the number of divisions in each dimension. It can be
observed from the Fig. 2 that the pyramid at level l has 2l sub-
regions along each dimension (R0, . . . Rm−1). Histograms of
LBP features at the same levels are concatenated. Then, their
concatenation at different pyramid levels gives final PLBP de-
scriptor (as shown in Fig. 2). It can be defined as:

Hi,j =
∑
l

∑
xy

I{fl(x, y) = i}I{(x, y) ∈ Rl} (3)

where l = 0 . . .m − 1, i = 0 . . . n − 1. n is the number
of different labels produced by the LBP operator and

I(A) =

{
1 if A is true ,
0 otherwise

(4)

While, the dimensionality of the descriptor can be calcu-
lated by N

∑
l 4

l

The framework (see Section 4) extracts 59 LBP features
from one sub-regions using LBPu2

8,2 operator, which denotes
a uniform LBP operator with 8 sampling pixels in a local
neighborhood region of radius 2. This pattern reduces the his-
togram from 256 to 59 bins. In our experiment for pyramid of

level 1, l=1 and N= 59, we obtained 590 dimensional feature
vector for the complete face image (295 dimensions for upper
part of the face and 295 dimensions for lower face part, see
Section 4 for the discussion on face parts). Fig. 2 also illus-
trates extraction of PLBP features for level 1 pyramid from
one face portion.

3.1.1. Novelty of the proposed descriptor

There exist some methods in literature that uses pyramid of
LBP for different applications and they look similar to our
proposed descriptor i.e. [26, 27, 28]. Our proposition is novel
and there exist differences in the methodology that creates dif-
ferences in the extracted information. Method for face recog-
nition proposed in [26] create pyramids before applying LBP
operator by down sampling original image i.e. scale-space
representation, whereas we propose to create the spatial pyra-
mid by dividing the stimuli into finer spatial sub-regions by
iteratively doubling the number of divisions in each dimen-
sion. Secondly, our approach reduces memory consumption
(do not requires to store same image in different resolutions)
and is computationally more efficient. Guo et al. [27] pro-
posed approach for face and palmprint recognition based on
multiscale LBP. Their proposed method seems similar to our
method for expression recognition but how multiscale anal-
ysis is achieved deviates our approach. Approach proposed
in [27] achieves multiscale analysis using different values of
P and R, where LBP (P,R) denotes a neighborhood of P
equally spaced sampling points on a circle of radius R (dis-
cussed earlier). Same approach has been applied by Moore
et al. [28] for facial features analysis. Generally the draw-
back of using such approach is that it increases the size of the
feature histogram and increases the computational cost. [28]
reports dimensionality of feature vector as high as 30,208 for
multiscale face expression analysis as compared to our propo-
sition which creates 590 dimensional feature vector (see table
2) for the same task. We achieve the task of multiscale anal-
ysis much more efficiently than any other earlier proposed
methods.

3.2. Pyramid histogram of orientation gradients (PHOG)

Pyramid histogram of orientation gradients (PHOG) [19] fea-
tures are selected to extract shape information as they have
proven to be highly discriminative for facial expression recog-
nition task [29, 30, 3]. PHOG is a spatial shape descriptor.
It first extracts Edge contours of the given stimuli using the
Canny edge detector. Then, the image is divided into finer
spatial grids by iteratively doubling the number of divisions
in each dimension. The grid at level l has 2l cells along each
dimension. Afterwards, a histogram of orientation gradients
(HOG) are calculated using 3 x 3 Sobel mask and the contri-
bution of each edge is weighted according to its magnitude.
Within each cell, histogram is quantized into N bins. Each



bin represents the accumulation of number of edge orienta-
tions within a certain angular range. To obtain the final PHOG
descriptor, HOG at the same levels are concatenated. The fi-
nal PHOG descriptor is a concatenation of HOG at different
pyramid levels. Generally, the dimensionality of the PHOG
descriptor can be calculated by: N

∑
l 4l.

Fig. 3. Overview of the framework.

4. FRAMEWORK FOR PAIN DETECTION

The schematic overview of the proposed framework is illus-
trated in Fig. 3 and its steps are discussed below:

1. The first step of the framework is to detect the face from
the input image sequence. The framework uses Viola-
Jones object detection algorithm [31] to detect/track
face in the video.

2. Then, the framework divides the detected face image
into two equal parts. The upper face part contain re-
gions of eyes and wrinkles on the upper portion of nose,
while the lower part contain the regions of mouth and
lower portion of the nose (see Fig. 3 for illustration).
This is done as according to Ashraf et al. [9], regions
around the eyes, eyebrows, and lips contribute signif-
icantly towards pain vs. no pain detection and these
regions can be roughly localized by dividing the face
image into two parts. The purpose of dividing the face
image into two is to give equal importance to the up-
per and lower portion of the face. Thus, the extracted
features will contain localized as well as holistic infor-
mation of the face as the final feature vector is the con-
catenation of features from different regions and differ-
ent pyramid levels.

3. Afterwards, the framework extracts PHOG and PLBP
features from the upper and lower face portions and
concatenates them to make final feature vector. In Fig.

3 the upper face portion is annotated as “eyes”, while
the lower face portion is annotated as “mouth”.

4. Then, the concatenated feature vector is fed to the clas-
sifier for the final classification of the sequence.

5. EXPERIMENT

The performance of the framework was evaluated for four dif-
ferent classifiers (mentioned below) and up to three pyramid
levels (for PHOG and PLBP).

1. Support vector machine (SVM) with χ2 kernel

2. C4.5 decision tree (DT) with reduced-error pruning

3. Random forest (RF) of 10 trees

4. 2 Nearest neighbor (2NN) based on Euclidean distance

The framework 1 is evaluated on the complete database
[20] (40,029 frames for no-pain examples and 8,369 frames
for pain examples). The obtained results are presented in Fig.
4 and Table 1. These values are calculated using 10-fold cross
validation. The data presented in the figure not only shows
the result for the proposed framework (last column in all four
graphs, annotated as “combined”) but also shows the result
if PLBP or PHOG descriptors are used separately (with the
same framework as discussed in Section 4, the only differ-
ence will occur in step 3 of the framework, where instead
of extracting both the features only one feature will be ex-
tracted). The result proves that the recognition accuracy of the
proposed framework for pain detection (i.e pain vs no pain)
increases by combining two features. The results of proposed
framework are tabulated in Table 1.

Table 1. Proposed framework recognition rate (%) for three
pyramid levels.

Pyramid Level
Level 0 Level 1 Level 2

SVM 90.7 96.1 96.4
2NN 96.1 96.9 96.9
Decision tree 87.3 87.5 90.2
Random Forest 92.7 92 95.9

One of the most interesting aspects of our approach is that
it gives excellent results for a simple 2NN classifier which is
a non-parametric method. This points to the fact that frame-
work do not need computationally expensive methods such as
SVM, Random forests or decision trees to obtain good results.
In general, the proposed framework achieved high expression
recognition accuracies irrespective of the classifiers, proves
the descriptive strength of the features.

1visit www.youtube.com/watch?v=O_AIde58ZEo to watch
demo video of the proposed framework



Fig. 4. Results obtained with the proposed framework. Results are presented for four different classifiers, with the first row
showing results for “SVM” and “2NN” while the second row showing results for “decision tree” and “random forest”.

Fig. 5. Evolution of the achieved average recognition accu-
racy for the expression of pain with the increasing number of
folds for the k-fold cross validation technique.

Fig. 5 shows the influence of the size of the training set
on the performance of the four classifiers used in the exper-
iment. For all the classifiers we have computed the average
recognition accuracy using different number of folds (k’s) for

the k-fold cross validation technique and plotted them in the
Fig. 5. Fig. 5 also shows the supremacy of 2NN classifier
in terms of achieved recognition rate. It is also observable
from the figure that 2NN classifier achieved highest recogni-
tion rate among the four classifiers even with relatively small
training set (i.e. 2-folds). This indicates how well our novel
feature space was clustered.

Table 2. Feature vector dimensionality for different descrip-
tors. Values presented here are obtained after concatenation
of histograms for upper and lower face images.

PHOG [19] PLBP Combined
(proposed descriptor)

Level 0 16 118 134
Level 1 80 590 670
Level 2 336 2468 2814

Another significant contribution of the proposed frame-
work is the computational simplicity. State-of-the-art algo-
rithms [8, 9] achieves hit rate of 84.7% and 81.2 % respec-
tively by using ∼ 27,000 dimensional feature vector. While
the proposed framework is able to produce results better than
state-of-the-art algorithms and it utilizes relatively signifi-
cantly smaller feature vector (in terms of dimensions). Fea-
ture vector dimensionality for different pyramid levels are
presented in Table 2.



6. CONCLUSION

In this paper we presented a novel framework for automatic
recognition of pain. With the proposed framework high
recognition accuracy, reduction in feature vector dimensional-
ity and reduction in computational time for feature extraction
is achieved. Our proposed framework can be used for real-
time applications since its unoptimized Matlab implementa-
tion run at 8 frames/second (on windows 7 machine, with i7-
2760QM processor and 6 GB RAM). In future research we
plan to examine relationship between head movement and fa-
cial expression of pain. Incorporating such a relationship into
the pain detection framework can be very useful. Secondly,
we plan to extend this framework so that it can recognize var-
ious pain intensity levels.
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