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Abstract Digital ecosystems rely on reputation systems in order to build
trust and to foster collaborations among users. Reputation systems are com-
monplace in the C2C and B2C contexts, however, they have not yet found
mainstream acceptance in B2B environments. Our first contribution in this
paper is to identify the particularities of feedback collection in B2B reputa-
tion systems. An issue that we identify is that the reputation target in the
B2B context is a business, which requires evaluation on a large number of
criteria. We observe that due to the wide variation in user expertise, feed-
back forms that require users to evaluate all criteria have significant negative
consequences for rating accuracy. Our second contribution is to propose an
expertise prediction algorithm for B2B reputation systems, which filters the
criteria describing the target business such that each user rates only on those
criteria that he has expertise in. Experiments based on our real dataset show
that the algorithm accurately predicts the expertise of users in given criteria.
The algorithm may also increase the motivation of users to submit feedback
as well as the confidence of users in B2B reputation systems.

H. Dikow
Albert-Ludwigs-Universitat Freiburg, Friedrichstr. 39, 79098 Freiburg, Germany
E-mail: heidi.dikow@venus.uni-freiburg.de

O. Hasan (X)) - L. Brunie

University of Lyon, CNRS, INSA-Lyon, LIRIS, UMR5205, F-69621, France
Tel.: 433 4 72 43 60 55

Fax: +33 4 72 43 87 13

E-mail: {omar.hasan, lionel.brunie}@insa-lyon.fr

H. Kosch
University of Passau, Innstrasse 43, 94032 Passau, Germany
E-mail: harald.kosch@uni-passau.de

R. Sornin
ALG - Attestation Légale, 20 Bd Eugene Deruelle — CS 63753 — 69432 Lyon, France
E-mail: renaud.sornin@attestationlegale.fr



2 Dikow et al.

Keywords digital ecosystems - reputation systems - business-to-business -
collaborative filtering - trust

1 Introduction

A digital ecosystem is an open, loosely coupled, demand-driven, domain clus-
tered, self-organized collaborative environment where users as well as agents
form coalitions for specific goals, and everyone is proactive and responsive for
their own benefit or profit [5]. Digital ecosystems aim to promote collabora-
tion instead of competition to cultivate networked and enriched communities.
Due to the inherent openness and loose coupling in digital ecosystems, lack of
trust between users is a common issue. In order to build trust and to foster
collaborations, one of the principal technologies that digital ecosystems rely
on is reputation systems.

Reputation systems are widely used on B2C and C2C platforms such as
ebay.com or amazon.com to build trust between users. However, they have
not yet found similar success in mainstream Business-to-Business (B2B) en-
vironments. This paper focuses on a little explored field: the integration of
reputation mechanisms into B2B platforms.

Concentrating on the feedback collection part of reputation systems, this
paper elaborates the main particularities of reputation systems in the context
of B2B environments. There are some basic differences in reputation targets
(ratees) and sources (raters) in the B2B context in contrast to other environ-
ments. The particularities entail a range of issues for the collection of feedback
for reputation systems in this context.

One of these challenges arises from the fact that the reputation source
consists of several raters, having different expertise concerning the reputation
target. As our experimental results show, user expertise has substantial influ-
ence on rating accuracy. Therefore, it is important to ensure that each user
evaluates only those aspects of a business in which he has expertise.

To address this problem we propose an expertise prediction algorithm,
which predicts users expertise such that only those criteria in which a user
has expertise are added to the feedback form presented to him. The algorithm
adapts the idea of collaborative filtering algorithms which are used for recom-
mender systems. This is possible since we observe that the issue of expertise
prediction is similar to the issue of item recommendation in recommender
systems.

The remainder of this paper is organized as follows: In Section 2, the current
state of feedback collection for reputation systems is described in general.
Section 3 identifies the particularities of feedback collection for reputation
systems in the B2B context through an analysis of the two components, the
source and the target, of a reputation system which differ fundamentally from
those of other contexts. This allows us to identify the problems that occur
due to these particularities in Section 4. The proposed solution is explored
in Section 5. Section 6 describes the experiment setup for the evaluation of
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the solution. The results are presented and discussed in Section 7. We present
some related work in Section 8. The paper is concluded in Section 9.

2 Reputation Systems

In digital ecosystems, users often need to communicate and interact with other
users whom they do not know. When dealing with a complete stranger, a user
does not have any information or experience about the trustworthiness of that
stranger. Online rating and reputation systems are one solution to decrease the
absence of this information [29]. Reputation systems compensate for the lack
of trust between unacquainted users [29, 39, 34, 9]. They collect, aggregate
and distribute feedback about the behavior of participants [33]. Reputation
systems can be viewed as the digitization of word-of-mouth [6].

Reputation systems are already widely used in different contexts. The on-
line trading platform ebay.com is an example for the use of reputation sys-
tems to increase trust between users in the Customer-to-Customer (C2C) en-
vironment. The ebay reputation system helps buyers to identify trustworthy
sellers [14]. Another example of reputation systems is the iovation.com rep-
utation system, which protects businesses from online fraud by exposing de-
vices such as computers, tablets and smart phones that are associated with
chargeback, identity theft, and account takeover attacks. Reputation systems
are also used by online programming communities such as advogato.org and
stackoverflow.com to filter users who post spam.

2.1 Components of Reputation Systems

Online reputation systems can be divided into three main components shown
in Figure 1. Feedback collection is the process of eliciting feedback from users.
Generally, a rating scale is used on which users can express their opinions about
the items that they rate. The feedback collection component is an important
component of a reputation system because the other two components rely
on the quantity and the quality of the collected feedback. To obtain a high
quantity of responses, users need to be motivated to submit ratings [7]. For
a high quality of feedback, the expertise of users is an important element (cf.
Section 7.1, [23]).

Feedback N Feedback | Reputation
collection | aggregation "|  dissemination

Fig. 1 Components of a Reputation System

Feedback aggregation is the compilation and aggregation of the collected
information. One of the simple ways of aggregation is to calculate the mean
of the collected feedback. Reputation dissemination finally distributes the ag-
gregated reputation information [29, 33, 12] to interested users.
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2.2 Aspects of Feedback Collection

In this article, we focus on the issues of eliciting feedback for reputation sys-
tems. The following subsections describe these issues.

2.2.1 User Motivation for Submitting Feedback

To reach a high volume of rating input, the users need to be motivated to
rate an item [7]. Giving a rating costs the user mental effort as well as time.
The mental effort describes the cognitive load which is necessary to make a
rating. The reason a user is willing to spend this mental effort and time is that
he perceives to gain some benefits from the system following the economical
model of Harper et al. [11]. The motivation of users to rate an item thus
depends on:

1. The mental effort required to complete the rating.
2. The time required to give a rating.
3. The perceived benefits of the rating system.

The rating interface has an impact on the mental effort that a user has
to exert and the time that he needs to spend in giving a rating. Sparling and
Sen [36] compared several rating scales in terms of cognitive load and rating
time. They found that finer grained scales require more mental effort as well
as more time.

Dellarocas [7] investigated the benefits that raters receive from rating sys-
tems. Examining the ratings system of ebay, he found that raters are mainly
motivated to rate by self-interest with users tending to be reciprocal towards
partners who rated them before. The feeling of belonging to the community
also seems to be a component for the motivation to rate [3].

2.2.2 User Expertise

Collecting reliable rating input necessitates raters with high expertise (cf. Sec-
tion 7.1, [23]). Liu and Munro [23] differentiate between the expertise granu-
larity which defines the level of expertise of the evaluator in the target item’s
area and the interaction granularity which defines whether the evaluator is in
direct interaction with the target item.

The article feedback tool of wikipedia.org, shown in Figure 2, gives an
additional checkbox “I am highly knowledgeable about this topic (optional)”.
This provides the opportunity to detect the experts of the article’s subject.
The project page [8] of the article feedback tool also poses the question on
which criteria readers can provide a reasonable level of assessment and whether
ratings meaningfully predict quality in those categories.
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Rate this page View page ratings
Please take a moment to rate this page.

7] Trustworthy 7 Objective 7 Complete 7] Well-written

L8 8 & ¢ L8 & & ¢ L8 8 & 4 SRR & & & ¢

[J I 'am highly knowledgeable about this topic (optional)

Fig. 2 Rating Tool for Wikipedia Articles

3 Business-to-Business (B2B) Reputation Systems

The current literature on reputation systems focuses primarily on reputation
systems in the Customer-to-Customer (C2C) and the Business-to-Customer
(B2C) contexts. Research on reputation systems in the B2B context is very
limited. Contrary to the C2C and B2C contexts, reputation systems are less
common in the B2B environments.

The purpose of a B2B reputation system is inter-business evaluation and
subsequently computing the reputation of businesses. B2B reputation systems
are intended for business users to evaluate other businesses that their business
has interacted with. The most common case would be that an employee of a
business that consumed a service would evaluate the business that provided
the service. Similarly, an employee of a provider business could evaluate the
client business.

A study by Carlsson [3] examined the basic issues of reputation systems in
relation to the B2B context using an online questionnaire. He confirmed that
reputation systems in the B2B context are significantly less widespread: 75%
of respondents never rated any products or services in the role of a business
user. According to his results, reputation systems in the B2B context also
offer the possibility to increase trust. However, users seem to have less confi-
dence in current systems and reviews. According to the online questionnaire,
89% of respondents agreed or strongly agreed that “It is hard to know if the
rater /reviewer actually has enough experience of the product or service”.

Concerning the motivation of users, Carlsson found that for business users
the time factor as well as complicated sign-in/identification processes are in-
hibitors to rate or review. Similarly, the absence of personal involvement (“I
don’t know what’s in it for me”) decreased a business user’s motivation to
rate.

An article [18] published by kompass. fr, a directory service for businesses,
analyzed the process of choosing new suppliers. It characterized the group of
actors who are involved in the decisions and identified that each of them needs
a different type of information. The actual decision maker is more interested
in the financial stability and reputation of a business while the final user of
the product needs to know about concrete product functionality and technical
information [18].
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In the following subsections, we outline the particularities of reputation
systems in the B2B context. We focus on the properties that the B2B context
entails for the feedback collection aspects of reputation systems.

3.1 Properties of a Business as the Reputation Target

Contrary to the reputation targets that we observed in Section 2 such as
products, ebay users, online community members, etc., the reputation target
in a B2B reputation system is a complete business. This is a more complex
reputation target due to the fact that several criteria are needed to form a
complete reputation. The reputation of a business depends not only on its
product or service but also on other aspects of the business which are of
interest for a client business. A larger set of criteria is thus needed in order to
form a significant reputation which describes all the aspects of a business and
its products. These criteria differ depending on the type of a business. Certain
core criteria are always of interest, such as quality, price, innovation, delivery
time and reliability. The target supplier business is thus composed of several
criteria describing different aspects of the business.

Some C2C and B2C reputation systems also use multiple criteria to de-
scribe a target. Wikipedia and ebay both describe the target items on four
criteria. On ebay, sellers are evaluated on the criteria “Item as described”,
“Communication”, “Postage time” and “Postage and handling charges”, while
the criteria used by Wikipedia can be seen in Figure 2. However, a complete
business is a much more complex entity and thus a B2B reputation system re-
quires a much higher number of criteria for the evaluation of a target business.

3.1.1 Internal FEvaluation Systems

Even though online B2B repuation systems are not yet common, supplier
evaluation is already a key issue in purchasing departments of businesses and
suppliers are already evaluated through internal evaluation systems. Supplier
evaluation is currently used to avoid choosing a supplier whose product or
service is not satisfactory and to remove hidden cost drivers. Suppliers are
evaluated on the core criteria, as well as specific criteria aligned to the needs of
the business and the type of supplier business. Internal evaluation systems use
either evaluation forms or interviews. Most evaluation forms employ the Likert-
Like rating [15] scale to evaluate the criteria [17]. However, internal evaluation
systems do not have the potential of online B2B reputation systems because
internal evaluation systems can only provide information about suppliers that
the business has already interacted with. They cannot provide information
about new suppliers.
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3.2 Properties of a Business as the Reputation Source

The reputation source (i.e., the source of feedback) of a reputation system in
the B2C context (e.g. amazon.com) and the C2C context (e.g. ebay.com) is one
person. On the contrary, in a B2B reputation system, the reputation source
consists of a group of raters, i.e., the employees of a business. The group
of raters in a B2B reputation system is composed of people with different
expertise concerning the reputation target.

In a business, every employee has a specific field of activity, depending on
his competences and his position in the business. Accordingly, their knowledge
is limited to the areas of the business concerning their field of activity. People
working in the IT department for example know which hardware and software
is used in the business, while employees of the human resources have knowledge
about the employees working in the business. The knowledge that an employee
has in a certain area of a target business depends not only on his position
but on several criteria, for example, the length of time spent in a certain
position. Therefore, each rater needs a different subset of criteria for evaluating
a business.

The reputation source business is thus composed of a group of employees
with a certain profile. The profile has several elements including information
about the position in the business, knowledge, competences, time spent in
the business, etc. Section 3.1 explained how the target business consists of a
set of criteria representing different aspects of a business. Each employee of
the source business is an expert for a subset of this set, namely the criteria
concerning their specific field.

Additionally, the user type in a B2B reputation system is different. Buying
and evaluating a book on amazon.com or evaluating an ebay . com seller after a
transaction are activities that take place mostly with a private purpose. Thus,
in B2C and in C2C environments, the user is acting in their own free time and
in their role as a private user. However, in B2B reputation systems, the user
is acting in their role as an employee of a business during their working hours.

3.3 C2C vs. B2B Context

Table 1 gives an overview of the particularities for reputation systems in the
B2B context compared to the B2C and the C2C contexts. We discussed that
the reputation target business consists of several criteria. A business as the
reputation source in the B2B context differs from the reputation sources in
other contexts in that it consists of a group of people, namely several employees
of the business. In this group each member has expertise in a different subset
of the criteria describing the target business. The user type is the business
user, in contrast to reputation systems such as amazon.com where people act
in the role of private users.
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C2C/B2C B2B

Reputation Target Product/User Business

Number of Criteria de- | Around five In double-digits or higher

scribing the Target item

Reputation Source Customer Business

User Type Private user Business user

User Expertise Expertise in the whole set | Expertise in a subset of cri-
of criteria describing the | teria describing the target
target item item

Table 1 C2C vs. B2B Context

4 Challenges for Feedback Collection in B2B Reputation Systems

The particularities of reputation systems in the B2B context discussed in Sec-
tion 3 entail several challenges for their design. This section identifies the chal-
lenges for B2B reputation systems, concentrating on the collection of feedback.

4.1 Accuracy of Ratings

In Section 3.2, we discussed that one main particularity of reputation systems
in the B2B context is that the expertise of raters is limited to a subset of
criteria describing the target item. We assume this fact to become an issue for
the feedback collection of a reputation system concerning the feedback quality.
As seen in Section 2.2.2; literature [23] already states that the accuracy of
collected feedback depends highly on the expertise of raters. Our experimental
results (Section 7.1) reconfirm that low user expertise has a negative influence
on the rating accuracy.

4.2 Motivation of Business Users

As seen in Section 2.2.1, the motivation of users to submit a rating depends
primarily on the benefits he retrieves from the reputation system and of the
costs (time and mental effort) he needs to invest in it. While a private user can
determine how much time he wishes to invest in a rating, the timetable of a
business user is not that flexible. Additionally, an accurate business reputation
consists of several criteria, which leads automatically to higher fill-out times of
the reputation form. One main challenge of a B2B reputation system is thus to
find an equilibrium between the number of rating criteria and the motivation of
the users. The system needs therefore to be as less cost-consuming as possible.
This means that the time it takes a user to submit an evaluation should be
reduced as much as possible.
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4.3 Limited Trust in Reputations

Users seem to have less confidence in current B2B reputation systems and
reviews. As we noted in Section 3, according to an online survey [3], 89%
of respondents agreed or strongly agreed that “It is hard to know if the
rater /reviewer actually has enough experience of the product or service”. Un-
certainty about the expertise of the rating person thus deters business users
from trusting B2B reputations.

5 Expertise Prediction for B2B Reputation Systems

We propose an algorithm that filters the rating criteria such that the feedback
form contains only those criteria that the feedback provider has expertise in.
The objectives of the Expertise Prediction Algorithm (EPA) are as follows:

1. Increase the accuracy of the reputation. As we discussed in Section
2.2.2, the accuracy of a reputation is highly correlated with the expertise of
the feedback providers. We can thus assume that the accuracy of the rep-
utation increases if each feedback provider is evaluating only those criteria
that he has expertise in.

2. Increase the motivation of business users to submit feedback. As
seen in Section 2.2.1, the motivation of a user to submit feedback depends
highly on the time that he needs to invest in it. We can thus assume that
a reputation form, which is composed of only those criteria that the user
has expertise in, decreases the time and increases the motivation.

3. Increase the trust in the reputation. As discussed in Section 3, one
of the reasons for the absence of trust in B2B reputation systems is the
uncertainty about the expertise of the feedback providers. We can thus
assume that a reputation system that ensures the distribution of criteria
to those users who are competent to evaluate them increases the trust in
B2B reputation systems.

The EPA is inspired by the k-nearest neighbor collaborative filtering algo-
rithm for recommender systems. Therefore, we give a short overview of rec-
ommender systems and the collaborative filtering approach in the next section
(Section 5.1). The similarities between the problem of item recommendation
and the problem of expertise prediction are then discussed in Section 5.2. We
present the expertise prediction algorithm in Section 5.3.

5.1 Building Block — Recommender Systems

The objective of recommender systems is to suggest a personalized subset of
items to users. The subset of items suggested to a user depends on the utility
of the items for the user. The utility of items in recommender systems can be
defined by a rating, which indicates the preference of a user towards a certain
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item. For example, the rating 8 out of 10 for a movie would imply a high utility
of this movie for a user. The utility v of an item for a user can be described
by the following function:

u: User x Item — Utility (1)

Where the set Item can consist of books (amazon.com), music (last.fm),
friends (facebook.com), etc. and User is the set of users. Each user can be
described by a user profile containing their preferences. The user profile can
be based on implicit or explicit datasets. Implicit feedback is obtained by mea-
suring interaction of users with different items, for example, a music listening
log or clicking on web pages. Explicit feedback, on the other hand, is obtained
by direct input through the user on some scale [31, 22].

The utility function calculates the utility of an item for the user. In this
case it calculates an estimation of the rating a user might give to an item.
Having computed the utility of items for a user, those items with the highest
utility are recommended to a user [1]. The main objective of recommender
systems is thus to estimate the rating a user would give to a certain item. The
recommender system then suggests those items with a high rating estimation
to the user.

5.1.1 Collaborative Filtering (CF') based Recommender Systems

Collaborative Filtering (CF) based recommender systems recommend items
that other users with similar taste liked previously. The memory based ap-
proach of collaborative filtering uses the entire collection of previously rated
items by the users to calculate the recommendation [1]. It compares a princi-
pal user with all the other users in order to find users who are similar to the
principal user in terms of their preferences. The preferences of this subset of
similar users are then combined to estimate the rating the user would give to
the items. The system finally recommends the items with the highest rating
prediction.

5.1.2 k-Nearest Neighbor (k-NN) Collaborative Filtering

The k-Nearest Neighbor (k-NN) algorithm is one of the most used and most
cited collaborative filtering algorithms [10, 26]. It generates the predictions for
a user in two steps.

In the first step, the first k£ nearest “neighbors” are calculated, i.e., the top
k most similar users in terms of rating behavior. To calculate the similarity
between two users z and y, the two most frequently used approaches are the
correlation-based and the cosine-based approaches [25]. The correlation-based
approach generally uses the Pearson correlation (Equation 2) to measure the
similarity between two users x and y.
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Where, r, ; and 7y ; are the ratings given by the users x and y respectively
to the item s; in a set of items S = {s1, s2,...s,}. Moreover, 7, and 7, are
the mean of the ratings given by the users x and y respectively. The Pearson
correlation measures the level of linear dependence between two variables.
The cosine-based approach (Equation 3) treats users as vectors and defines
the cosine of the angle between them in order to define their similarity [1].
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In the second step, the prediction for each item 7 is formed by aggregating
the ratings of the k nearest neighbors. A number of different functions can be
used as the aggregation function [1]. A simple and commonly used aggregation
function is the standard mean function (Equation 4).

1
- > 1 (4)
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Where, K = {v1,v2,...,v;} is the set of the top k& most similar users, and
Ty,; is the rating given by a user v € K to the item s;.

5.2 Item Recommendation vs. Expertise Prediction

In Section 5.1, we identified the problem of recommender systems as the prob-
lem of calculating the utility of an item for a user (Equation 1) in order to
recommend items with a high utility to the user. The problem of expertise pre-
diction for B2B reputation systems is very similar to the one of recommender
systems. As shown in Table 2, it can be defined similarly as the problem of
defining the utility of an item for a user. The users in this context are the
employees of the source business of the reputation. Each user can be described
by a user profile containing information about his position in the business, the
time that he spent in the position, his competences, etc. Contrary to items
in recommender systems such as books or movies, the items in the context
of B2B reputation systems are criteria. The utility of a criterion for a user is
determined by his level of expertise for this criterion.

The main objective of expertise prediction is thus to estimate the expertise
that a user has for a certain criterion. This leads to the selection of a subset
of criteria that the user has high expertise in.
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Table 2 Item Recommendation vs. Expertise Prediction, in terms of the Utility Function
(Equation 1) w: User X Item — Utility

User Item Utility
Item recommen- | Set of users (each | Set of items, e.g., | A user’'s recom-
dation user is described by | books, movies, etc. mended rating for
a profile containing an item

their preferences /
previous ratings)
Expertise pre- | Set of employees of | Set of criteria de- | A user’s predicted
diction a source business | scribing a target | expertise for a cri-
(each employee is | business terion

described by a pro-
file containing po-
sition, time spent,
competences, etc.)

5.3 Description of the Expertise Prediction Algorithm

Let U be a set of business users, such that U = {uy,ug,...,un}. Let P be
a set of user profile entries, such that P = {p1,p2,...,pr}. For example, the
user profile entries could be as follows: p; = “Position in the company”, ps =
“Time spent in the current position”, etc. Let f, , represent the value of a

profile entry p for a user u. Let vector Py = (fupi, fupss---s fupy) D€ the
profile of a user u.

Let C be a set of rating criteria concerning the target business, such that
C ={c1,c¢2,...,cy}. For example, the rating criteria might be ¢; = “Quality”,
¢y = “Price”, etc. Let L = {0,1,2,...,1} be a set that represents the scale
of a user’s expertise for a given criterion. We consider that 0 represents the
lowest expertise and [ represents the highest expertise on this scale. The val-
ues between 0 and [ represent expertise from low to high according to their
magnitude. Let e, . represent the expertise of a user u in criterion c.

Consider 7 as a threshold for sufficient user expertise for rating a criterion
c. A user who has expertise greater than or equal to 7 can be considered as
having sufficient expertise for rating the criterion c. For example, we could
consider the value 7 = 4 for an interval L = {0,1,2,...,5}. The subset of
criteria that a user u has sufficient expertise in is given as: C,, = {¢ | ey, > 7}.
The algorithm for computing C,, using the Pearson correlation (Equation 2)
is given below. The Pearson correlation function can be substituted by the
cosine function (Equation 3).
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EXPERTISE PREDICTION ALGORITHM (u, T, k, C, U)

1 C,+ ¢
2 for each user v € U, where v # u
3 do calculate the similarity value s,, between

the profile ?u of user u and the profile ?U of user v
using the Pearson correlation (Equation 2)

4 for each criterion ¢ € C
5 do K+ ¢
6 for each user v € U, where v # u, and e, . # 0
7 do if the value of s, is one of the k highest
similarity values (computed in Line 4)
8 then K + KU {v}
9 Cure Lﬁ 3 epe+0.5]
veK
10 ife,c>71
11 then C, + C, U{c}

As the first step, the EPA calculates the similarity between the new user
u and each user v in the set of users U using the correlation-based similarity
approach (cf. Section 5.1.2). In the next step, the & users with the highest
similarity to user u are selected. The EPA then predicts the expertise of user u
for each criterion c in the set of criteria C. The predicted value e, . is calculated
as the mean of the expertise values for criterion ¢ of the most similar users
(the set K). If the rounded predicted value e, . is higher than the threshold
7, the expertise of the user for this criterion is considered as sufficient and the
criterion is added to C,, the set of criteria with high expertise prediction for
the user.

6 Experiment Setup

The experiment was set up to answer the following questions:

— Question 1: Does user expertise effect rating accuracy?

— Question 2: Does the Expertise Prediction Algorithm (EPA) correctly filter
the criteria in a reputation form such that the users receive only those
criteria that they have expertise in?

6.1 Data Set

The experiment relies on the values of an online reputation survey in which
we asked students to evaluate their university on a set of criteria. The survey
was built using the online survey tool soscisurvey.de.

The survey ran from 8 August 2012 to 13 September 2012. Approximately
200 students from 27 different universities in 9 different countries answered.
Out of those users, 130 finished the survey and generated 2504 ratings. The
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majority of the students who answered were from the University of Passau,
Germany (66%).

6.1.1 Choice of University as the Use Case

We choose the use case university because we assume a high portability of
the experiment results into the B2B context. We base this assumption on the
following reasons:

— The character of the reputation target University is similar to the one of
the target Business as we described it in Section 3.1. The reputation target
University is also composed of multiple, different criteria which need all to
be taken into consideration in order to form a complete reputation.

— The reputation source of our study can be compared with the reputation
source in the B2B context as we described it in Section 3.2. The reputation
source of our study is a group of students. The users of this group do have
different expertise in the criteria describing the target University.

— Finally, the users of our study being students led to a high number of
participants because we could use several ways to distribute the survey
and students were a group that was readily available.

6.1.2 Survey Overview

The survey consisted of two parts:

1. Profile Building
2. University Evaluation

The first page of the reputation asked users 9 questions about themselves,
for example, which services of their university they are using and which major
they are studying in order to build a user profile. Starting from the second
page users got to evaluate their university on a set of 20 criteria grouped in
the 8 expertise fields listed in Table 3.

Table 3 Expertise fields of the survey

Expertise Field Number of Questions

Computer Science 2
Law
Dining Hall
Sports Facilities
Practical Components

Internationality
Student Residences
General Questions
Sum of Criteria

= o[ DO = s

N
o

The criteria were evaluated on a 5-point reference scale. The extreme val-
ues were labeled with an indication of their meaning. The 20 criteria were
distributed on 6 pages, each with 3-5 questions.



Improving the Accuracy of B2B Reputation Systems 15

6.1.3 Expertise Measurement

A 3 point Likert scale [15] asked users for their expertise in the question next
to each question (cf. Figure 3). On the first page after the profile building
site, a small text introduces the term “user expertise” to the user and gives
some indication on how to estimate his own expertise. Also a tooltip (“I have
some experience about the subject of this question — I can tell more or less”)
explained the middle value of the 3 point scale.

How is the parking situation at your university?

My expertise for
this guestion

no high
Very good. There is always a
place available next to my
building

Actually there are no parking
places

Fig. 3 An Excerpt from the University Evaluation Survey

6.1.4 User Recruitment

Users for the survey were recruited using 4 channels: A link to the survey
was shared on the social network facebook.com and posted on the facebook
wall of several people. Most of the participants were recruited through the
university mailing distributor of the faculty of computer science, Passau. The
link was also distributed in several online student forums (studi-online.
de, thestudentroom.co.uk, pruefungsgeil.de). Finally, the survey was dis-
tributed through personal emails. At the end of the survey, the users were
asked to distribute the link to other friends.

6.2 Data Set Division

The algorithm was tested 130 times, once for each entry of the entire set of 130
user values (cf. Section 6.1). For each combination, we used the profile values of
the current user entry as input for the algorithm and calculated the expertise
predictions for these profile values. For the predictions, the algorithm relied on
the values of the remaining 129 data set entries. The accuracy of a prediction
was then calculated using the actual self-submitted criteria expertise entries
of the current user as benchmark values. The overall accuracy of an algorithm
was then calculated as an average of these 130 accuracy values.
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6.3 Evaluation Metrics
6.3.1 Frequency Rate

The frequency rate describes how frequently one rating value of the rating
scale v is used.

1%
frequency rate, = N (5)

Where, V' is the number of ratings with the values v and N the total
number of ratings.

6.3.2 Correlation Rate

The correlation rate is a widely used metric for rating accuracy [21]. The
correlation determines the similarity between a rating and its benchmark value.
Therefore, the Pearson correlation equation (function 2) is used. The more the
value of the correlation approaches the value 1, the more the submitted rating
is similar to the benchmark value and thus accurate. It can take values between
-1 and 1. The value 0 means no correlation between two variables. The more
the value is differing from 0, the more the variables get correlated.

6.3.3 Mean Absolute Error (MAE)

Introduced by Miller et al. [27], the MAE is one of the most commonly used
accuracy metrics for CF recommender systems [20, 21]. It is defined as the
average difference between the predicted rating and the corresponding actual
rating:

1 N
MAE:NZ‘H*ZA (6)

=1

Where, N is the number of predictions, r; the value of the actual rating
value for user i and z the predicted rating value for user i. A low value of the
MAE indicates high rating accuracy.

6.3.4 Accuracy Rate

The accuracy rate describes the percentage of predictions that are correct over
the entire set [38] and is calculated as follows:

te = — 7
accuracy rate = (7)

Where, P is the number of correct predictions and N the number of all
predictions.
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7 Experiment Results
7.1 Question 1: Influence of User Expertise
7.1.1 Frequency of Rating Values for different Ezxpertise

Users could rate the criteria on a scale from 1 to 5. Figure 4 shows the frequency
(cf. Section 6.3.1) of used values for each expertise. The values of users with
low expertise concentrated on the mid-point value 3 (50%) and no value at all
(31%). Even though users with some expertise used most often (44%) the mid-
point scale 3, the rest of their values were more distributed over the complete
set of available values. Users with both middle and high expertise always gave
a value to a criterion. Users with high expertise did not use the mid-point
value 3 very frequently (15%). They made use of the extreme values 4 (37%)
and 5 (34%) more often. The less used value among all the users was the value
1 which was used only up to 2% of one expertise group.

30% Olow

Bmiddie
- —Z7. I%
0%+ r .

1 2 s

Bhizh
4 H novalue
Rating Values

Fig. 4 Frequency of Rating Values for different User Expertise

We found that users with low expertise were less motivated to use the
complete range of the rating scale. The higher the expertise the more frequently
users used the extreme high values. In summary, we find that the expertise
of a user has influence on the frequency of the used values. Users with low
expertise tend to rate the mid-point value 3 or no value at all whereas users
with high expertise make more use of the extreme values.

7.1.2 Influence of Expertise on Rating Accuracy

Accuracy, in this study, is defined as agreement with expert raters (cf. Lampe
and Garrett [21]). The benchmark scores are based on the ratings of users
who indicated their expertise as high (value 3 out of 3). We calculated the
benchmark score for each criteria as mean value of ratings submitted by users
with high expertise. Only those criteria with a standard deviation of expert
rating values lower than 1 were used. The values of users with middle and low
expertise were equally calculated as mean values of ratings for each criterion.
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We chose the values of the user group of the University of Passau for the data
set because this was the biggest group of users from one university.

For example, if the rounded mean value of all users with expertise 3 (cf.
section 6.1.3) for the criterion “Parking Situation” is 5 (cf. section 6.1.2), we
choose the value 5 as the benchmark value for this criterion.

The values of users with middle expertise and those of users with low
expertise differ from the benchmark scores for each criteria. However, the
values of users with low expertise show a constant bigger difference to the
benchmark scores. Table 4 presents the results for the two accuracy metrics
MAE (cf. Section 6.3.3) and correlation rate (cf. Section 6.3.2) for middle and
low expert ratings. The MAE is much higher for low experts, that is, their
values differ more from the benchmark values than those of middle experts.
Middle expert values are also more correlated to the benchmark values as those
of low experts.

Table 4 Accuracy of Ratings for Low and Middle Experts

MAE | corr
Low expert ratings 0.77 0.33
Middle expert ratings 0.56 0.47

In summary, we find that the accuracy of rating values depends highly on
user expertise. Values of users with low expertise are much less accurate than
those of users with middle expertise.

7.2 Question 2: Accuracy of Expertise Prediction

084 'n,,
£ OETN LT
. £ T 8 S, P
08 o= _;' LD . . ,a" e
% /“ - me® ~
=
G i i Cosine-based Similarity
3 i
g o8 ‘l —————— Correlation-based Similarity
i
08 ]
#

1 2 3 4 5 6 7 8 8§ 1 12 15 M7 20 B P
k

Fig. 5 Accuracy Rate of the EPA depending on the Neighborhood Size k

The accuracy of the EPA (cf. Section 5.3) depends on the size of the neigh-
borhood k. In order to find the best-performing value for k, we tested the accu-
racy of the EPA for the set of neighbors k = {1,2,3,4,5,6,7,8,9,10,12, 15,17, 20, 25, 30}.
We did so for both similarity calculation approaches described in Section 5.1.2.
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Figure 5 shows the results for the accuracy rate (cf. Section 6.3.4). The
results for the cosine-based approach are mostly a little higher than those
of the correlation-based approach till the value of £ = 15. Starting from the
accuracy rate 0.79 for k = 1, the accuracy increases with increasing k till the
value of 5 where it reaches the value 0.84. For a k higher than 5, the accuracy
is varying between 0.82 and 0.84.

Choosing the best-performing k, the EPA predicts the expertise of users
for criteria up to 84% accurately. The mean accuracy error of 0.41 shows
that those values that are wrongly predicted only differ in a value of approx-
imately 0.4 from the actual expertise value. Considering that we choose the
simplest aggregation function for the feedback prediction (cf. Section 5.3), we
can assume that the accuracy of the user expertise prediction can be further
improved with other advanced aggregation functions, e.g., the weighted mean
[1].

In conclusion, the EPA is able to predict user expertise for criteria with
high accuracy and fulfills its design objective to accurately distribute criteria
only to those users who have expertise in it.

8 Related Work
8.1 B2B Reputation Systems

As discussed in Section 3, Carlsson [3] conducted a study on reputation systems
in the B2B context. One of the aims of the study was to understand how
and when business users use online ratings and reviews, and what are the
perceived benefits and barriers particularly in comparison to consumer users.
A significant disparity was observed between the adoption of online rating
and reviewing systems by business users and consumer users. For instance,
the ratio between consumer users and business users for having used online
ratings and reviews at least 10 times was found to be approximately 4 to 1.
The ratio between consumer users and business users who had never done so
was observed to be almost 1 to 10. Moreover, Carlsson also inferred from the
gathered data that business users do not yet rely on reputation systems as a
measurement of trust.

Another study [18] by kompass. fr found that different business users seek
reputation information about different aspects of a target based on their pro-
file. For example, an executive officer would be interested in the financial sta-
bility and reputation of a target business, whereas the consumer of a product
of that business would be more concerned about the reputation of that specific
product.

There are a number of surveys that have covered the broader domain of
reputation systems. Josang et al. [16] present a survey of trust and reputation
systems for online service provisioning. Possible attacks and defense mecha-
nisms for reputation systems are identified by Hoffman et al. [13] along with a
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comparison of existing reputation systems in that context. Pinyol and Sabater-
Mir [32] give an overall overview of computational trust and reputation models.

8.2 Recommender Systems

The objective of recommender systems is identified as the distribution of an
adjusted subset of items to users [1]. Recommendations can be based on items
similar to those a user preferred in the past (content-based filtering) or on items
that users with similar tastes and preferences liked in the past (collaborative
filtering). Recommender systems are a well treated subject in the literature
[2, 35, 37].

Several improvements have been proposed in recent recommender systems
in order to increase the accuracy of the recommendations. Liu et al. [24] clus-
ter users based on their criteria preferences and derive recommendations from
ratings by other users from similar clusters. They show that the accuracy of
recommendations can be improved through this multi-criteria recommenda-
tion. Ortega et al. [28] improve collaborative filtering using Pareto dominance
to exclude irrelevant users from the k-neighbor selection. Another approach
is the use of matrix factorization as filtering method for collaborative rec-
ommender systems presented by Koren et al. [19]. This approach represents
items and users as a vector of factors inferred from item rating patterns. Rec-
ommendations are then based on the correspondence between those vectors.
The matrix factorization approach has been found to be more accurate than
the nearest neighbor approach.

8.3 Expertise Prediction

The issue of directing certain items to users according to their expertise can be
viewed, for example, in community question answering services. They need to
direct questions to users based on their knowledge to obtain accurate answers.
They include the various areas of expertise of users in their profiles to be able
to distribute each question to users with a high expertise for a question. Pal
and Konstan [30] present a mathematical model to distinguish experts from
ordinary users in community question answering services. Zhang et al. [40]
present an expertise finding mechanism for help-seeking communities which
can automatically infer expertise level.

To identify a user’s expertise, Chen and Singh [4] present a mechanism
that computes the reputation of raters based on the quantity and quality of
the ratings they submitted. Using this mechanism, the reliability and quality
of ratings submitted by a certain user can be identified.

Contrary to the approaches noted above, in the Expertise Prediction Algo-
rithm that we propose, the input value is not a new criteria for which a high
expertise user needs to be found. Our approach takes a new user as input and
calculates his expertise for a given set of criteria.
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9 Conclusion and Future Work

Although reputation systems are widely used and treated in the literature, they
mostly occur in the C2C or B2C contexts. In this paper, the main particular-
ities of reputation systems in the B2B context were identified, concentrating
on the feedback collection part of reputation systems. In the case of a business
as the reputation target, we observe that each business may be described by
a large number of different criteria. Moreover, in the case of a business as the
reputation source, we note that the business is characterized as a group of
employees with the particularity that each user has only expertise in a subset
of criteria describing the target business.

Based on the above mentioned particularities, we stated some issues of
feedback collection for reputation systems in the B2B context. One of the
most important issues is the difficulty in the collection of accurate feedback
due to a wide variety of criteria in the feedback forms. Our experiment results
confirmed the assumption that low user expertise has a negative influence on
the accuracy of reputation. Additionally, the motivation of business users to
submit ratings is a challenge in contrast to the motivation of non-business
users.

As a solution, we presented the EPA, an algorithm which filters and presents
only those criteria of the feedback form to a user that he has expertise in. The
EPA is built on the idea of collaborative memory-based filtering algorithms
used for recommender systems. It predicts the expertise of a user in the criteria
describing a business. We conducted an experiment to evaluate two research
questions: the impact of user expertise for rating accuracy and the accuracy
of expertise prediction of the EPA. The experiment relied on the data of an
online survey which was set up for this study and asked students to evaluate
their university. We argued that the context of a university has similarities to
the B2B context. The results of the experiments showed that the EPA predicts
user expertise with an accuracy of up to 84%.

In future work, we intend to experiment with other recommender system
approaches for the expertise prediction algorithm. In particular, we would like
to evaluate an implementation of the expertise prediction algorithm with the
matrix factorization approach (discussed in Section 8.2), which has been found
to be more accurate than the nearest neighbor approach. Another direction
for future work is to evaluate the expertise prediction algorithm on data from
a real B2B environment or on synthetic data that closely simulates such an
environment.
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