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## Computational Counting

- Count time as algorithmic steps.
- Cheat: use Big-O notation
- $10 n^{2}+37.4 n+124 \rightarrow 10 n^{2} \rightarrow n^{2}$
- $O\left(101 n^{2}\right)=O\left(n^{2}\right)$
- $O\left(n^{3}+n^{2}+n+50\right)=O\left(n^{3}\right)$
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Runs in steps polynomial in input size (parameters).

- $O\left(n^{2} m\right) \checkmark$
- $O\left(n^{2} m^{6} p^{1.5}\right) \checkmark$
- $O\left(n^{88}\right) \checkmark$
- $O\left(2^{n}\right) \oslash$
- $O\left(4^{n}\right)$
- $O(n!) \oslash$
- Top 3: P (Not $\mathcal{P}$ )
- Bottom 3: EXPTIME (P $\subsetneq ~ E X P T I M E) ~$

Note: No fixed-size rulesets!
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- Brussels Sprouts
- $n$ crosses, $k$ edges
- $\mathcal{P} \Leftrightarrow n$ is even
- $O(1)$ steps
- Nim
- $n$ piles, each up to $m$ sticks.
- $\mathcal{P} \Leftrightarrow$ Nim-sum is zero.
- $O(n \log (m))$ steps.
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## Some Initial Positions Are Easy!

- Chomp
- $G \in \mathcal{N}$ for any $n \times m$ rectangle bigger than $1 \times 1$
- $O(1)$ if I know it's start
- $O(n m)$ otherwise
- Cram
- $G \in \mathcal{P}$ for any $2 n \times 2 m$ rectangle.
- $O(1)$ if I know it's start
- $O(4 \mathrm{~nm})=O(\mathrm{~nm})$ otherwise
- Sprouts (maybe)
- Sprouts Conjecture: $n \bmod 6 \leq 2 \Longleftrightarrow \mathcal{P}$
- $O(\log (n))$ if I know it's a start
- (otherwise unknown)
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## EXPTIME-complete Rulesets?

Yes, there are rulesets that require exponential time to solve!

- (Generalized) Chess $^{1}$
- Unbounded Constraint Logic ${ }^{2}$
- Go (without Superko) ${ }^{3}$

Notice: All loopy games!
How do we know there's no faster algorithm?

[^5]
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## Hardness Follows a Reduction

Reduction $f$ : Chess $\rightarrow$ Banane

- Chess EXPTIME-hard $\rightarrow$ Banane EXPTIME-hard
- Proof-by-contradiction
- Assume Banane solvable in faster-than-exponential time by some algorithm $A$
- New Chess-solving algorithm, $B(x)$ : return $A(f(x))$
- B solves Chess!
- B solves Chess in faster-than-exponential time!
- Now Chess is not EXPTIME-hard $\rightarrow \leftarrow$
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Find the hardness, then use AI.
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Thanks to Eric and GAG for hosting us!
Extra thanks to Dan Burgess and Matt Ferland for proof-watching early versions of this talk.
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