This supplementary material contains various results of the LDBN Sampler. In Section 1 we detail the impact of the optimization table’s parameters on the final sampling, whereas in Section 2 we compare the results produced by our sampler with those produced by several state-of-the-art methods.

1 Influence of the optimization parameters

Our sampler relies on an optimization table, containing lists of permutations on chunks of a target set. In this section we present how the parameters $m$ (the size of the permutation chunks) and $t$ (the size of the target set) impact the resulting point set.

As $t$ gets smaller with respect to the generated set, the replication process leads to worse results due to replication. This is illustrated Figure 4. On the other hand, as $t$ increases, the memory footprint of the table increases. We found $t = 128$ to be a good tradeoff.

The $m$ parameter controls how well the output of LDBN will match the given target pointset, Figure 2, and the target spectrum, Figure 1. However, if $m$ increases too much, the discrepancy will degrade, as shown in Figure 3. Figure 2 illustrates how $m$ impacts the matching of samples. Empirically, $m = 16$ appears as a good setting.

Figure 1 presents the Fourier spectra obtained with the LDBN sampler, for different values of $m$ and $t$.

![Figure 1: Fourier spectra from pointsets with 16K samples, obtained using our method with different table size. As can be seen, the bigger the chunks $m$, the more Blue Noise the spectra, but if $m$ increases too much, the Low Discrepancy property degrades. Also, as we increase $t$, we need less and less replication to generate our point sets which leads to cleaner spectra but at the cost of an increase in the memory requirements. In our tests, the parameters $m = 16$ and $t = 128$ are a good tradeoff. If you can’t see those results due to a filtering or scaling from your pdf viewer, you may find on the project website a html bundle presenting the same results without scaling or filtering.](image-url)
Figure 2: Error in approximating a target set (orange squares) by rearranging our $P_{adv}$ LD template (blue circles); using different values of the permutation chunk size $m$. At $m = 16$ the result is already close to the target. Stepping further would degrade the discrepancy (Figure 3), but more important, it means a 100% increase in the memory footprint, since a pair of permutations in $\{0...15\}$ can be stored in a single byte. It is far better investing the table size in increasing $t$ than in producing closer approximation of an inherently stochastic target. Thus, from this perspective we choose $m$ to be 16.

Figure 3: Discrepancy of $LDBN$ as the chunk size $m$ increases for $t = 128$. Note that if $m \geq 64$, the discrepancy degrades.
Figure 4: Evolution of the spectra of our sampler when increasing the number of samples with \( m = 16 \) and \( t = 128 \).
Figure 5: Pointset distributions of our method and all the methods we compare ourselves to with 1024 points. Note that the root tile for Wang Tiles contains 2048 samples, therefore the pointsets cannot contain less than 2048 samples. The methods are organized between the Blue Noise methods, the Low Discrepancy methods, and the other methods (that are neither Blue Noise nor Low Discrepancy).
2 Additional experiments

In this section, we present a comparison of several samplers (illustrated Figure 5). For simplicity and visualization clarity, we grouped them into three categories, the Blue Noise methods, the Low Discrepancy methods, and other methods. Those categories are detailed below. The settings for all experiments is detailed in the paper. We compare 4 characteristics of each sampler,

- the evolution of the star discrepancy of each sampler with a \(O(n^2)\) algorithm
- the integration variance while integrating over both analytical scenes (disk, box arrangements) and HDR images
- the Fourier spectra
- the anti aliasing property is evaluated with the zoneplate test. This test reconstructs the function \(\sin(x^2 + y^2)\) using a single sample per pixel and a Mitchell reconstruction filter.

2.1 Blue Noise methods

This category of methods generates samples with a Blue Noise spectrum. Blue Noise was defined by Ulichney in [Ulichney 1988] as

- Low frequency cut-off at principal frequency
- Sharp transition region
- Flat high frequency "Blue Noise" region

In Figure 8 you will see different spectra obtained by Blue Noise methods.

It can be seen that our method is the only one to present a black cross axis aligned. Therefore, none of the other methods are low discrepancy methods (as preventing point alignment in the projections is a mandatory condition for low discrepancy). This is further illustrated in Figure 10 where we compare the discrepancy of our method compared to Blue Noise ones.

Pointsets with a Blue Noise spectrum are known to have a good integration variance (convergence in \(O\left(\frac{1}{\sqrt{N}}\right)\) [Pilleboue et al. 2015]). This is visible Figure 6 and Figure 6.

Furthermore, Blue Noise spectrum do not lead to any structured aliasing artefact. This is shown in Figure 9. We tested our samplers on the zoneplate aliasing test \(\sin(x^2 + y^2)\) on the domain \([0, 1)\).

However, methods generating Blue Noise spectra usually present one of those two issues; they are either very slow to compute due to the iterative optimization done on the point set, or require precomputed tiles that are very memory consuming. Some methods exists that perform very fast Poisson Disk sampling [Dunbar and Humphreys 2006]. However, Poisson Disk point patterns lead to slower variance convergence rates than other Blue Noise samplers ([Pilleboue et al. 2015]).

Our sampler however, is very fast and has a very low memory footprint. Figure 6 and Figure 7 present the integration performances of Blue Noise methods compared to ours.

2.2 Low Discrepancy methods

This category of methods generates point sets or sequences with Low Discrepancy. Figure 15 presents the measured discrepancies for Low discrepancy samplers. We can see on this graph that, as was theoretically proven, our method has a similar discrepancy as the state of the art low discrepancy methods.

The major issue with low discrepancy samplers, is that their spectra usually present spurious peaks, as can be seen in Figure 13. It can be noted that the only method that does not present peaks is ours. This has a major consequence, since those peaks in the Fourier spectra converts into very disturbing aliasing artefacts.

Therefore our method is the only low discrepancy method that allows a correct reconstruction of the zoneplate aliasing test \(\sin(x^2 + y^2)\). This is illustrated in Figure 14.

In Figure 12 and Figure 11, we can see the integration convergence rate of Low Discrepancy samplers compared to our sampler.

Note the special case of Owen’s scrambling. This scrambling is applied on a low discrepancy sampler to remove the peaks in its spectra. It should therefore be part of the Low Discrepancy section of this supplementary. However, since it’s not a sampler itself but a scrambling over a sampler, we chose to move it to the next section. Rank1 is another Low Discrepancy sampler that was moved to the next section. Since it’s closely related to the regular grid, we chose to have both of them in the same section to be able to compare directly between the two.

2.3 Other methods

Here, we compare our sampler with latinized and stratified samplers and other methods that are (for most of them) neither Blue Noise nor Low Discrepancy methods.

Latinized and stratified samplers usually maintain a lower discrepancy than the Blue Noise samplers because the inherent stratification reduces discrepancy and latinization can explicitly prevent that two points fall in the same place by projection.
Some of them also use randomization to try and prevent the peaks in the Fourier spectrum and therefore limit aliasing.

The main advantage of those methods is usually their simplicity in implementation and their speed. The associated drawback being that since most of them are not Blue Noise nor Low Discrepancy, they are often less efficient in practice than the methods presented in the last two sections. We can note the exception of Owen’s scrambling that randomize a Low Discrepancy sampler to limit aliasing. However, even though it performs better than usual Low Discrepancy samplers, it is not as efficient as Blue Noise against aliasing.

We present the Fourier spectra of those various samplers in Figure 18, along with their discrepancy in Figure 20 and their variance in integration in Figure 16 and in Figure 17. We also demonstrate how they perform in the zoneplate aliasing test $\sin(x^2 + y^2)$ in Figure 19.
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Figure 6: Variance while integrating over an analytical disk and analytical random boxes arrangements. Comparison between our sampler and other samplers with Blue Noise spectras.
Figure 7: Variance while integrating over two HDR Images from sIBL archive. Comparison between our sampler and other samplers with Blue Noise spectra.
Figure 8: Spectral results for samplers with a Blue Noise spectrum. These results were measured by averaging the spectra of 10 realizations of 4096 points. Please zoom in Fourier spectra to see narrow peaks. Please refer to the html bundle in the supplementary material to visualize the same results without scaling. The Fourier spectrum is shown on the left, the radial averaged spectrum is shown on the top right and the anisotropy is shown on the bottom right.
Figure 9: Result of the zoneplate aliasing test \( \sin(x^2 + y^2) \) on a domain \([0, 1)\), using 1 sample per pixel and a Mitchell reconstruction filter [Mitchell and Netravali 1988]. If you can’t see those results due to a filtering or scaling from your pdf viewer, you may find included with this submission a html bundle presenting the same results without scaling or filtering. The samples were generated with methods aiming at a Blue Noise Spectra.
Figure 10: Discrepancy of samplers with Blue Noise Spectra
Figure 11: Variance while integrating over an analytical disk and analytical arrangements of random boxes. Comparison between our sampler and other samplers with low discrepancy.
Figure 12: Variance while integrating over two HDR Images from sIBL archive. Comparison between our sampler and other samplers with low discrepancy.
Figure 13: Spectral results for “Low Discrepancy” samplers. These results were measured on a single realization of 4096 points. The Fourier spectrum is shown on the left, the radial averaged spectrum is shown on the top right and the anisotropy is shown on the bottom right. Please zoom in Fourier spectra to see narrow peaks. Please refer to the html bundle in the supplementary material to visualize the same results without scaling.
Figure 14: Result of the zoneplate aliasing test $\sin(x^2 + y^2)$ on a domain $[0, 1)$, using 1 sample per pixel and a Mitchell reconstruction filter [Mitchell and Netravali 1988]. If you can’t see those results due to a filtering or scaling from your pdf viewer, you may find included with this submission a html bundle presenting the same results without scaling or filtering. The samples were generated with methods with Low Discrepancy.
Figure 15: Discrepancy of samplers with Low Discrepancy
Figure 16: Variance while integrating over an analytical disk and analytical arrangements of random boxes. Comparison between our sampler and other samplers.
Figure 17: Variance while integrating over two HDR Images from sIBL archive. Comparison between our sampler and other samplers.
Figure 18: Spectral results for various samplers. These results were measured on a single realisation of 4096 points for deterministic samplers, and by averaging the spectra of 10 realizations for stochastic samplers. Please zoom in Fourier spectra to see narrow peaks. Please refer to the html bundle in the supplementary material to visualize the same results without scaling. The Fourier spectrum is shown on the left, the radial averaged spectrum is shown on the top right and the anisotropy is shown on the bottom right.
Figure 19: Result of the zoneplate aliasing test $\sin(x^2 + y^2)$ on a domain $[0, 1)$, using 1 sample per pixel and a Mitchell reconstruction filter [Mitchell and Netravali 1988]. If you can’t see those results due to a filtering or scaling from your pdf viewer, you may find included with this submission a html bundle presenting the same results without scaling or filtering. The samples were generated with various methods.
Figure 20: Discrepancy of various sampler