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Abstract

Existing action recognition approaches mainly rely
on the discriminative power of individual local de-
scriptors extracted from spatio-temporal interest points
(STIP), while the geometric relationships among the lo-
cal features1 are ignored. This paper presents new fea-
tures, called pairwise features (PWF), which encode
both the appearance and the spatio-temporal relations
of the local features for action recognition. First STIPs
are extracted, then PWFs are constructed by grouping
pairs of STIPs which are both close in space and close
in time. We propose a combination of two codebooks
for video representation. Experiments on two standard
human action datasets: the KTH dataset and the Weiz-
mann dataset show that the proposed approach outper-
forms most existing methods.

Key-words: action recognition, local features, pair-
wise features.

1. Introduction

Based on the features used for recognition, exist-
ing action recognition methods can be broadly divided
into two categories: local approaches [1, 9, 12, 14] and
holistic approaches [8, 6, 17, 16]. However, some meth-
ods do not neatly fall into these categories, e.g Sun et
al. [15] combine the local and holistic features. Most of
the holistic-based approaches need the pre-processing
of input data such as background subtraction or track-
ing. The local-based approaches overcome some limi-
tations by exploiting robust descriptors extracted from
interest points. Most of these methods are based on
bag-of-words models, which have been very successful
for text analysis, information retrieval and image clas-
sification. Inspired by this, a number of works have

1We consider the features extracted from interest points as local
features

shown very good results for human action recognition
[1, 9, 12, 14] using the bag of words (BoW) models.
However, BoW models discard the spatio-temporal lay-
out of the local features which may be almost as impor-
tant as the features themselves.

To overcome the limitations of the BoW models,
some researchers concentrate on exploiting informa-
tion on the spatial and temporal distribution of inter-
est points. Liu and Shah [7] explore the correlation
of video-word clusters using a modified correlogram.
Gilbert et al. [3] spatially concatenate corner descrip-
tors detected on different regions and apply data min-
ing techniques to construct compound features. Zhang
et al. [18] introduce the concept of motion context to
capture both spatial and temporal distribution of mo-
tion words. Oikonomopoulos et al. [10] encode the
spatial co-occurrences of pairs of codewords and pro-
pose a probabilistic spatiotemporal voting framework
for localizing and recognizing human activities in un-
segmented image sequences. Ryoo and Aggarwal [11]
present a spatio-temporal relationship matching method
through defining the spatial and temporal predicates.

The methods mentioned above are mainly based on
the discriminative power of individual local features for
codebook construction and thus the performance de-
pends on the local features used. In this paper2 we
present new features, called pairwise features (PWF),
which capture both appearance and geometric relation-
ships among local features. Our method differs from
the state-of-the-art methods in two main points. First,
our feature is not limited to the appearance information
but also includes geometric information. Second, our
method incorporates both the spatial and temporal rela-
tionships among local features in a significant manner,
i.e such relationships are constrained to time and space.

The rest of this paper is organized as follows. In

2This project was financed through the French National grant
ANR-CaNaDA Comportements Anormaux : Analyse, Détection,
Alerte, No. 128, which is part of the call for projects CSOSG 2006
Concepts Systèmes et Outils pour la Sécurité Globale.



section 2, we introduce our new features and propose a
novel action representation exploiting our features. The
experimental results are presented in section 3. Finally
we conclude and give some perspectives of this work.

2. Pairwise features for action recognition

2.1 Overview of the proposed method

The spatio-temporal interest points (STIPs) are first
extracted from the video sequences, then PWFs3 are
constructed from them. We apply the bag of words
(BoW) model using PWFs for video quantization,
which requires creating a visual vocabulary. To this
end, we generate two codebooks (vocabularies) accord-
ing to the appearance and the geometric similarity of
the PWFs. A video sequence is then represented by two
histograms of visual words. These two histograms are
combined into a single feature vector, and Support Vec-
tor Machines (SVM) are used for action classification.

2.2 Pairwise descriptor

We propose new features, namely pairwise features
(PWF), which encode both STIP descriptors and the
spatio-temporal relations among the STIPs. Essentially,
two STIPs are connected to form a PWF if they are
adjacent in space and in time. Intuitively, two STIPs
that are close both in space and in time should be-
long to the same human activity. A spatio-temporal
detector usualy detects interest points locating salient
changes in a video sequence, and descriptors are ex-
tracted around these interest points. Thus, in general
a local feature contains two types of information: ap-
pearance information, and its space-time coordinate in-
formation. We denote a spatio-temporal local feature
as f = (fdes, floc) where fdes is an arbitrary appear-
ance descriptor and floc is its space-time coordinates.
Let f1 = (f1des, f1loc) and f2 = (f2des, f2loc) be two
STIPs, a PWF p = (Fdes,Fvec) is established if the
conditions below are satisfied:

a) ds(f1loc, f2loc) ≤ ts, AND
b) dt(f1loc, f2loc) ≤ tt

where Fdes is a concatenation of f1des and f2des; Fvec

is a geometric vector from the first location (f1loc) to
the second one (f2loc) in temporal order. If f1 and f2
are in the same frame, the STIPs in the PWF are ordered
from left to right, according to their x coordinate; ts is a
spatial threshold, tt is a temporal threshold; ds(., .) and
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Figure 1: Illustration of several pairwise features as segments
in space-time.

dt(., .) are spatial distance and temporal distance func-
tions, respectively. We can imagine each PWF as a seg-
ment in 3D space (see figure 1 for an illustration). As
shown in figure 1, apart from spatio-temporal relation-
ships, we are also motivated to take into account spatial
relationships (i.e., PWFs in the same frame).

2.3 Comparing PWFs

Once the PWFs are constructed, the video sequence
is considered as a collection of PWFs (segments). In
order to compare different PWFs, we need a similar-
ity measure. Note that a PWF p contains not only the
appearance descriptor Fdes but also the geometric infor-
mation Fvec, where the geometric information is trans-
lation invariant. Since the physical meanings are differ-
ent, it is not really feasible to construct a single code-
book based on the descriptors of PWFs. We propose
to generate two codebooks: the first codebook is gen-
erated by clustering only the appearance descriptors of
the PWFs, and the second one is generated through the
clustering of the geometric descriptors of the PWFs. We
present hereafter a simple similarity for the geometric
descriptors of the PWFs. Let pi and pj be two PWFs, a
measure dg(pi, pj) of the geometric similarity between
two PWFs is given as follows:

dg(pi, pj) =
(Fi

vec − Fj
vec)T Σ−1(Fi

vec − Fj
vec)

||Fi
vec||+ ||F

j
vec||

(1)

where Σ is a matrix capturing variations and correla-
tions between the data dimensions similar to a covari-
ance matrix; In our case we propose to set it to a diago-
nal matrix diag([λs, λs, λt]) where λs and λt are thus
weights adjusting the differences between the spatial
and the temporal domains. Supposing the existence of
a distance function dd between the two descriptor parts
F i

des and F j
des of the PWF pi and pj , the two codebooks



can be constructed by using a clustering algorithm like
K-means.

By mapping the PWFs extracted from a video to the
vocabularies, a video sequence is represented by the two
histograms of visual words, which are denoted as Hd

and Hg . We introduce a combination of these two his-
tograms to form a feature vector as input to a classifier
such as SVM:

H = {α ∗Hd, (1− α) ∗Hg} (2)

where α is a weighting coefficient. The advantage of
this combination method is that the two histograms do
not necessarily have the same size.

3. Experiments

3.1 Experimental results

Our experiments are carried out on the standard KTH
and Weizmann human action datasets. We perform
leave-one-out cross-validation and report the average
accuracies. Our feature can be applied to any STIP de-
tector, but for the purpose of testing our method we ap-
ply the Dollar detector [1] to detect STIPs and use the
cuboid descriptor (i.e, flattening gradients of the cuboid
into a vector) from [1] as the basis feature for our PWF.
K-means clustering is applied to define the visual vo-
cabulary, with 512 visual words for KTH and 250 for
Weizmann, respectively. For constructing PWFs, ts was
set to 20 and tt was 5. To reduce complexity, we se-
lect the 1500 most significant PWFs for each video se-
quence, where significance is measured as the product
of the response functions of the two interest points cor-
responding to the PWF. Recognition was performed us-
ing a non-linear SVM with a chi-squared kernel. To ad-
just the differences between the spatial and the temporal
domains, λs and λt were set to 7 and 1, respectively for
all experiments.

Figure 2 shows the performance obtained on the
KTH dataset. It can be observed (fig. 2a) that even with
only geometric descritors used for recognition, the re-
sult is very good. This result is very promising and sug-
gests that it is possible to avoid the non-trivial problem
of choosing an appearance descriptors for action recog-
nition, i.e exploiting only geometric distribution among
STIPs. The best result obtained for the KTH dataset is
reported in figure 2d, which indicates that the appear-
ance and the geometric descriptor of the PWF are com-
plementary to each other. To evaluate the stability of our
method, we also performed the tests with λs = λt = 1,
the accuracies moderately decrease by roughly 1% for
both datasets.

Table 1: Comparison of our method with different methods,
tested on KTH and Weizmann datasets.

Method KTH Weizmann
Our method 93.0 94.5

Dollar et al. [1] 81.2 -
Niebles et al. [9] 83.3 90.0

Savarese et al. [12] 86.8 -
Gilbert et al. [3] 89.9 -

Oikonomopoulos et al. [10] 80.5 -
Zhang et al. [18] 91.3 -

Ryoo and Aggarwal [11] 93.8 -
Liu and Shah [7] 94.2 -

Sun et al. [15] 94.0 97.8
Laptev et al. [5] 91.8 -

Fathi and Mori [2] 90.5 100.0
Gorelick et al. [4] - 99.6

Schindler and Gool [13] 92.7 100.0

Figure 2: Confusion matrices on the test KTH dataset: a) α =
0 and accuracy (ac) = 88.2%; b) α = 1.0 and ac = 90.5%;
c) α = 0.5 and ac = 92.8%; d) α = 0.6 and ac = 93.0%;

3.2 Comparison to the state-of-the-art

Table 1 presents a comparison of our results with
state-of-the-art results. This table is divided into three
groups: the first group consists of the methods which
can be directly compared with ours, i.e use the same fea-
tures (cuboid descriptor) and the same experimental set-
up for action classification; the second one includes the
methods that exploit spatio-temporal relations among
STIPs or among visual words. Among the methods
in the first group, our method obtained the best accu-
racy for both datasets. Our method outperforms most
existing methods which take into account the spatio-
temporal relationships (second group). Note that the
results which are most close to ours, i.e the work from



Table 2: Testing the performance of the feature parts (appear-
ance, geometry) of the PWF in a new experimental set-up:
learning on one dataset and testing on another one.

Feature part Learning Testing ac.

Appearance descriptor
KTH WM 40.0
WM KTH 48.2

Geometric descriptor
KTH WM 70.0
WM KTH 83.3

Ryoo and Aggarwal [11], requires encoding more se-
mantic information about the interactions (17 in total)
between STIPs. On the KTH dataset, our recognition
rate of 93.0% is very close to the current best rate of
94.2% . It should be noted that the selection of differ-
ent numbers of codewords sometimes lead to different
recognition rates. Note that we cannot directly compare
to results reported in the last group of table 1, because
they exploit both holistic and local representation [15],
included more data given by segmentation masks [4, 2],
or use another experimental set-up.

Beyond this straightforward comparison, our method
offers an important advantage over all other methods:
the geometric descriptor of our PWF is a generic fea-
ture, which keeps its discriminative power well across
different datasets. To verify this fact, we performed an
experimental evaluation through training on one dataset
and testing on another one. More precisely, the exper-
imental tests are carried out using three common ac-
tions which exist in both datasets: handwaving, run-
ning, walking. Because there are only 29 videos of
these actions in the Weizmann dataset, we randomly se-
lect 30 videos containing these three actions from the
KTH dataset to perform our tests. Table 2 shows the
results obtained using each feature part of the PWFs
alone. From this table, it can be seen that the appear-
ance descriptors of the PWFs failed, while the geomet-
ric descriptors work very well. These results are very
interesting for future research in human action recogni-
tion. Note that the video sequences in the Weizmann
dataset are of much shorter duration compared to the
ones in the KTH dataset. This explains why there are
large differences in the performance in our second test
(e.g. from %70 to 83%).

4 Conclusions

In this paper, we propose a new feature for action
recognition. Our method differs significantly from pre-
vious local-based approaches in that our feature is a
semi-local representation, which encodes both the ap-
pearance and geometric information among local fea-
tures. Through experiments, we have proved that ex-

ploiting the location information of local features which
have been ignored in the literature, gives valuable im-
provements to the conventional BoW models. Our on-
going work aims at extending this method to capture
more complex geometric structures among the local
features.
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