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Résumé 

In this paper, we present a novel view-based approach for 

efficient 3D objects retrieval. A set of 2D images (multi-

views) are automatically generated from the 3D object’s 

views sphere approximated by a polyhedron subdivision 

loop scheme. We place the 3D object in it. To generate the 

initial views we place the camera on each of the triangle 

center of the polyhedron looking at the coordinate origin. 

For each 2D view associated with a triangle in the view 

sphere we apply the binarization to the 2D image and we 

extract the edge of the associated 2D shape. Afterwards, 

the most two similar adjacent triangles along edges are 

chosen. The Similarity among the 2D shapes is computed 

using our early proposed descriptor. Thus, we obtain a 

partitioned sphere into triangles regions. For each region 

in the views sphere; we place the camera at its associated 

center of mass (Local PCA) looking at the coordinate 

origin to take the most representative 2D view of all 2D 

views in it. The experimental results illustrate the 

efficiency of our proposed approach. 

Mots clefs 

Three-dimensional models, 3D Indexing and retrieval, 

Optimal 2D Views Selection, 2D shape descriptor,  

1 Introduction 

In recent years, with the significant advances in 3D 

acquisition and modeling, three-dimensional objects have 

become an important multimedia data type with many 

application possibilities. For example, 3D models can 

present complex information, and content-based searching 

problems in large 3D object repositories arise in many 

practical fields. Example application domains include 

CAD/CAM, Virtual Reality, medicine, molecular biology, 

military applications, and entertainment. In this context, 

content-based retrieval of 3D models has become an 

important subject of research. Several researchers have 

investigated the possibility of performing effective 

retrieval of 3D models from large archives, using shape 

properties instead of text. For efficient comparison and 

similarity estimation, 3D models can be represented with a 

set of meaningful descriptors that encode the salient 

geometric and topological characteristics of their shapes. 

The database objects are then ranked according to their 

distance to the descriptors of the query model. These 

descriptors can be global [1, 2], local [3, 4], structural [5, 

6], transform-based approaches [7, 8] or by 2D/3D 

approach [9, 10]. This latter, consists to represent and 

describe a given 3D model by some 2D views. According 

to our investigation of the most well-known 2D/3D 

indexing methods proposed in the literature [9, 10, 11, 12, 

13], we remark that they can be divided into two 

categories: in the first one, there is no automatic 2D views 

selection, in fact each 3D model is presented by a fixed 

number of 2D views [9, 10]. However, it is a major 

drawback that makes those methods inefficient. In the 

second one, the 3D model is presented by an “optimal” 

number of 2D views which are selected based on different 

used criteria’s and different optimization algorithms 

[11, 12, 13]. Those methods will be detailed and criticized 

in the related works section. 

The remainder of this paper is organized as follows. In 

Section II, the related works are presented and discussed. 

Our new proposed method is detailed and its robustness is 

discussed in Section III. Section IV presents the 

interpretation of the obtained results using our proposed 



method compared to some well-known view-based 

methods. Finally, conclusion is presented in Section V. 

2 Related Works 

Within the pattern-recognition and Computer Vision 

communities, the problem of defining representative 2D 

views for recognition and representation of 3D objects has 

recently received significant attention [14, 15]. 

The 3D shape can indirectly be represented by various 2D 

shape descriptors associated with projection images. There 

exist two categories: with fixed associated 2D views and 

with optimal 2D views selection. 

2.1 Fixed associated 2D views 

This kind of category consists on attributing a fixed 

views’ number. Mahmoudi et al. [10] introduced a new 

method based on 2D/3D silhouettes computation. Each 3D 

object is represented by a set of seven views: the first three 

directions are determined by the PCA applied on the 3D 

object and the other four are deducted from the principal 

views. To index the seven silhouettes (Figure 1- (a)) 

describing the 3D object, they utilized CSS (Curvature 

Scale Space) organized around an M-Tree index structure. 

This descriptor characterizes the contour by exploiting the 

maxima of curvature, identified through a multi-scale 

analysis. 

The original work of Vranic [16] proposed the first 

descriptor based on depth images, Depth-Based image 

Descriptor (DBD) was introduced by Heczko et al. [17]. 

To ensure the geometric invariance behavior, each 3D 

object is first determined after a PCA and normalized 

according to a cube with parallel axes to those intrinsic 

references of the 3D object. By projecting the model on 

the six faces of the cube (Figure 1- (b)), depth images in 

gray level are calculated and then transformed into Fourier 

space using the 2D-FFT. The signature of the 3D object is 

then determined by storing, for each image Fourier 

processed, the low-frequency coefficients. 

Ohbuchi et al. [9] proposed a new descriptor called 

Multiple Orientation Depth Fourier Descriptor (MODFD). 

The authors used two stages of the pre-processing with 

PCA to obtain independent representation of both 

translation and scale. Invariance against rotation is 

ensured by calculating the depth images of the 3D model 

taken from forty two different viewpoints equally spaced 

on the unit sphere. These images cover all possible views 

of the model by discretizing the space (𝜃, 𝜑) of the unit 

ball. Using the method of Zhang [18], each depth image in 

the Cartesian coordinates system (𝑥, 𝑦) is transformed 

into an image of depth in the system of polar coordinates 

 𝜌, 𝜃  system using a polar map. This latter was then 

transformed into a Fourier image. They considered only 

low frequencies to represent the corresponding view. 

Finally, they got a vector for each view and a set of 

vectors for each 3D object. The similarity between a pair 

of MODFD is calculated using the distances between all 

possible combinations of two sets of vectors. The 

calculation of similarity is very expensive. 

However, presenting a 3D object with a fixed number of 

2D views can lead to some major limitations that depend 

of the 3D shape complexity. The first one when the 3D 

model is complex and contains more information it leads 

to the problem of under views estimation. In the opposite 

case, if the 3D model has not a complex structure it can 

lead to another problem of over views selection. 

 

 

Figure 1 - Fixed associated 2D views approach: (a) seven 

silhouettes, (b) six depth images. 

2.2 With optimal 2D views selection 

To overcome those limitations of under and over views 

estimation leaded by the fixed 2D views number in the 

first category; the second one consist on automatic 

selection of the optimal 2D views. 

Mokhtarian et al. addressed in [12] the issue of automatic 

selection of the best and the optimum number of 2D views 

for each 3D object. The object boundary of each 2D view 

is considered as a 2D shape and is represented effectively 

by less than ten pairs of integer values. These values 

include the locations of the maxima of its Curvature Scale 

Space (CSS) image contours. The CSS shape descriptor is 

expected to be selected for MPEG-7 standardization. They 

eliminated similar 2D views and selected a relatively 

small number of 2D views using an optimization 

algorithm. An unknown object is then recognized by a 

single image taken from an arbitrary viewpoint. Each 

object has been modeled using an optimized number of 

silhouette contours obtained from different viewpoints. 

This number varies from 5 to 25 depending on the 

complexity of the object and the measure of expected 

accuracy. However, it does not always give results aligned 

with human intuition. The main drawback of this method 

is its potentially high degree of ambiguity. The positions 

of zero-crossing point maxima for very deep and sharp 

concavities and for very long shallow concavities are 

almost identical. The convex parts of the curve are 

represented only implicitly by assuming that every 

concavity must be surrounded by two convexities. 

(a) (b) 



Filali Ansary et al. [13] proposed a method for 3D model 

indexing based on 2D views, named AVC (Adaptive 

Views Clustering). The goal of this method is to provide 

an “optimal” selection of 2D views from a 3D model, and 

a probabilistic Bayesian method for 3D model retrieval 

from these 2D views. The characteristic views selection 

algorithm is based on an adaptive clustering algorithm (K-

means) and used statistical model distribution scores to 

select the optimal number of 2D views. Starting from the 

fact that all views do not have equal importance, they 

introduced also a Bayesian approach to improve the 

retrieval. However, K-means and its variations present 

some limitations, when clusters have non-globular shapes 

or widely different sizes or densities. In addition, K-means 

is not efficient in the case of empty clusters. These factors 

decrease the accuracy of this 2D views selection method. 

While most 3D object representations are complicated and 

inefficient, conventional multi-2D views representations 

are based on a large number of 2D views and cannot be 

used in many applications such as retrieval from large 3D 

objects databases. Multi-views representations have not 

yet successfully dealt with the following issues: 

 What is the optimal number of 2D views? 

 Do the extracted 2D views contain relevant 

information about the 3D object? 

In our work, we consider that the problem of automatic 

2D views selection can be divided into two underlying 

problems: the first one is the suitable used criteria and the 

second one is the use of an efficient optimization 

algorithm. Therefore, to enhance the performance of a 

given optimal 2D views selection; one can enhance both 

the performance of the used criteria and optimization 

algorithm or one of them. 

For this aim, in this paper, we propose a new method 

based on two contributions. In the first one, we propose to 

use our early robust developed criteria [19] and in the 

second one, we suggest to use our new designed 2D 

optimal views selection algorithm. 

3 The proposed method 

The proposed method includes two contributions: the use 

of our robust developed criteria [19] and our new 

proposed 2D optimal views selection algorithm. 

3.1 3D Pose Normalization 

Note that, before applying our proposed 2D optimal views 

selection algorithm, a 3D PCA normalization must be 

performed in order to ensure invariance to the different 

geometric transforms. Indeed, 3D models have arbitrary 

position, orientation and scaling in 3D space. Since the 

extracted features are not invariant to position, orientation 

and scaling; to capture their invariant features, a feasible 

scheme is to place the model in a canonical coordinates 

frame to get the pose normalized. Then, a model is scaled, 

translated or rotated, the placing into the canonical frame. 

The pose normalization step is done through PCA [20, 

21]. 

 Let a 3D object defined by a triangular mesh 𝑀 

represented with a set 𝑇 of 𝑛 triangles 𝑇 =  𝑇𝑖 , 1 ≤ 𝑖 ≤ 𝑛  
and a set 𝑃 of 𝑁 vertices 𝑃 =  𝑃𝑖 , 1 ≤ 𝑖 ≤ 𝑁 . The 

covariance matrix 𝐶 of the mesh 𝑀 is approximated as 

follow: 

𝐶 =
1

𝑛
 𝑆𝑖 𝑔𝑖 − 𝑚  𝑔𝑖 − 𝑚 𝑇

𝑛

𝑖=1

 

Where 𝑆𝑖  and 𝑔𝑖  are the area of the 𝑖𝑡  triangle of a shape 

and its center of gravity, m is the center of mass of the 3D 

model given by the formula: 

𝑚 =
 𝑆𝑖𝑔𝑖

𝑛
𝑖=1

 𝑆𝑖
𝑛
𝑖=1

 

And 𝑛 is the number of triangles of the 3D object. The 

process of scaling to a unit sphere (Figure 2 - (a)) is 

applied before the 3D alignment using the following 

formulas: 

𝐷 =  𝑚𝑎𝑥
𝑖=1,…,𝑁

𝑑(𝑚, 𝑃𝑖) 

𝑃′ =  𝑃𝑖
′ |𝑃𝑖

′ =
1

𝐷
𝑃𝑖 , 𝑃𝑖 ∈ 𝑃, 𝑖 = 1, … , 𝑁  

Where 𝑁 is the number of vertices of the 3D object and 

𝑃𝑖  its 𝑖𝑡  vertex.  

The 3D alignment (Figure 2 - (c)) step must be performed 

after centering and scaling the 3D model in the centered 

unit sphere. Obviously the matrix 𝐶 is a real symmetric 

one, therefore its eigenvalues are non-negative real 

numbers. Then we sort the eigenvalues in non-increasing 

order and find the corresponding eigenvectors. The 

eigenvectors are scaled to Euclidean unit length and we 

form the rotation matrix 𝑅 which has the scaled 

eigenvectors as rows. We rotate all points in 𝑃′′  and a new 

point set is formed: 

𝑃′′ =  𝑃𝑖
′′ |𝑃𝑖

′′ = 𝑃𝑖
′𝑅, 𝑃𝑖

′ ∈ 𝑃′ , 𝑖 = 1, … , 𝑁  

   
(a) (b) (c) 

Figure 2 - (a) Centering and Scaling to the Unit Sphere, 

(b) and (c) are respectively 3D objects before and after 

PCA Alignment 

3.2 Our Robust 2D Shape Descriptor 

Our robust 2D shape descriptor is based on multi-scale 

analysis. Let 𝑓 𝑢 =    𝑥 𝑢 , 𝑦 𝑢   𝑢 ∈  0, 𝑇   be the 



parametric representation for a given curve of shape, 

where 𝑇 is it arc-length, and 𝑢 is the curvilinear abscise. 

And let  𝑔 𝑢, 𝜍  𝜍 > 0  be set of Gaussians, where for a 

given 𝜍, 𝑔(𝑢, 𝜍) is given as follow : 𝑔 𝑢, 𝜍 =
1

𝜍 2𝜋
𝑒

−𝑢2

2𝜍2 .  

 

Figure 3 - Token representation and orientation 𝜃𝑖 . 

The set of the smoothed curves  𝑓(𝑢, 𝜍) 𝜍 ≥ 0 , which 

are obtained by the convolution of 𝑓(𝑢) with the set of 

Gaussians 𝑔(𝑢, 𝜍). For different value of 𝜍 is a multiscale 

representation of the curve of shape 𝑓(𝑢). A set of a 

multiscale curvature 𝐾(𝑢, 𝜍) that corresponds to the set of 

curve of shape   𝑓(𝑢, 𝜍) 𝜍 ≥ 0  is defined in [23] as 

follow:  

𝐾 𝑢, 𝜍 =
𝑥𝑡  𝑢 ,𝜍 𝑦𝑡𝑡  𝑢 ,𝜍 −𝑥𝑡𝑡  𝑢 ,𝜍 𝑦𝑡(𝑢 ,𝜍)

 𝑥𝑡
2 𝑢 ,𝜍 +𝑦𝑡

2(𝑢 ,𝜍) 
3

2 
                               

Where 𝑥𝑡 , 𝑦𝑡  and 𝑥𝑡𝑡 , 𝑦𝑡𝑡  are respectively the first and 

second derivatives of 𝑥 and 𝑦 with respect to 𝑡. 

Let 𝑃 =  𝑃𝑖(𝜍) 𝑖=1
𝑁  be the set of minima that is the set 

of points such as 𝐾 𝑢, 𝜍 = 0. If we assume that the 

curvature 𝐾 𝑢, 𝜍  is continuous, between two consecutive 

minima 𝑃𝑖(𝜍) and 𝑃𝑖+1(𝜍), there is always a maximum of 

𝑓(𝑢), namely 𝑚𝑖(𝜍), located at the point 𝑃𝑚 𝑖
(𝜍). For each 

value of 𝜍, a smoothed curve of shape is obtained, which 

is decomposed into portions or tokens according to the 

points 𝑃𝑖 . Each token 𝑖 of the curve 𝑓(𝑢, 𝜍) is described 

by the vector 𝐸(𝑖𝜍 ) 𝑚𝑖 𝜍 , 𝑂𝑖(𝜍)  (Figure 3), with 𝑚𝑖(𝜍) 

in [-180, 180] is the curvature at point 𝑃𝑚𝑖 (𝜍), and 𝑂𝑖(𝜍) 

in [0, 360] is the orientation defined in polar coordinates 

of the vector linking the median point of the segment 

𝑃𝑖 𝜍 − 𝑃𝑖+1(𝜍) with the point 𝑃𝑚𝑖 (𝜍). Our descriptor is 

invariant to translation and scale; to assure its rotation 

invariance, we proposed the use of the principle of force 

equilibrium. Let Ґ0 =  𝑓𝑖    1 ≤ 𝑖 ≤ 𝑁  be a set of features 

vectors of a given 2D shape where 𝑁 is the number of 

vectors. If  𝑓𝑖   ≠ 0  𝑁
𝑖=1 , then, there exists a vector 𝐹0

     

verifying  𝑓𝑖   + 𝐹0
    = 0  𝑁

𝑖=1 . The equilibrium vector is 

called the principal vector and its direction according the 

axis OX is called the principal direction. The principle 

consists on computing the principal direction 𝜃 and 

rotating all tokens’ orientation vectors by – 𝜃 to let the 

principal vector of the features vectors of each 2D shape 

coincides with the OX axis. 

3.3 The new proposed optimal 2D views 

selection algorithm 

After performing the 3D normalization using PCA of the 

3D targeted object, we construct a unit sphere with a 

regular mesh using two iterations of the Loop subdivision 

scheme on an initial tetrahedron to obtain 64 faces. We 

place the 3D object in it. To generate the initial 2D views, 

we place the camera on each of the triangle center looking 

at the coordinate origin. For each 2D view associated with 

a triangle in the view sphere we apply the binarization to 

the 2D image and we extract the edge of the associated 2D 

shape. Each triangle in the views sphere has an associated 

2D view and has three adjacent triangles along its edges, 

thus, the similarity measure is computed between its 2D 

view and each of the three 2D views associated to its three 

adjacent triangles, the most two similar adjacent triangles 

along its edges are chosen. The Similarity among the 2D 

shapes associated to the 2D views is computed according 

to the chosen criteria (2D shape descriptor based Contours 

or Regions). In our case, it is based on our early developed 

robust shape descriptor [19]. Thus, we obtain a partitioned 

sphere into triangles regions. For each region in the view 

sphere; we place the camera at its associated center of 

mass (Local PCA) looking at the coordinate origin to take 

the most representative view of all views in it. 

  

  

Figure 4 - Some Results of the obtained optimal 2D views 

using our proposed method. 

4 3D/3D Matching 

Let now A and B be two 3D models, with features vectors 

𝐹𝑡
𝐴  and 𝐹𝑡

𝐵  respectively, and  𝐹𝑡
𝐴 =  𝑓𝑖

𝐴𝑁𝑎
𝑖=1  and 𝐹𝑡

𝐵 =

 𝑓𝑖
𝐵𝑁𝑏

𝑖=1  where 𝑁𝑎  and 𝑁𝑏  are the numbers of the 2D 



shapes associated to A and B respectively and 𝑓𝑖
𝐴   and 𝑓𝑖

𝐵 

are the 𝑖𝑡  shapes’ descriptor of A and B respectively. 

For an efficient matching procedure among the set of 

shapes of A and B; in the first step, we compute the 

distance between an 𝑖𝑡  shape associated with A and every 

shape associated with the model B. The smallest of the 

computed distances is the distance 𝑑(𝐴𝑖 , 𝐵) given by the 

following formula: 

𝑑 𝐴𝑖 , 𝐵 = 𝑚𝑖𝑛
1≤𝑗≤𝑁𝑏

𝐷(𝑓𝑖
𝐴 , 𝑓𝑗

𝐵) 

𝐷 𝑓𝑖
𝐴 , 𝑓𝑗

𝐵  is the Minkowski distance computed between 

an 𝑖𝑡  shape associated with A and a 𝑗𝑡  shape associated 

with B according to the our early developed robust 2D 

shape descriptor [19]. 

Thus, the distance between the model A and B is given by 

the following formula: 

𝑑 𝐴, 𝐵 =
1

𝑁𝑎

 𝑑(𝐴𝑖 , 𝐵)

𝑁𝑎

𝑖=1

 

5 Experimental Results 

The proposed method was experimentally evaluated using 

the Princeton Benchmark Database [22]. It is one of 

standard databases of 3D models available on the Web by 

the team “Princeton Shape Retrieval and Analysis Group” 

to let researchers evaluating their 3D indexing algorithms 

on the same 3D database. The Princeton database contains 

1814 3D models grouped in high-level semantics classes 

where the objects of the same class are heterogeneous. For 

example, the insects’ class contains 3D models which 

represent insects of different shapes but with the same 

semantic. 

To evaluate the proposed method, each 3D model was 

used as a query object. The retrieval performance was 

evaluated in terms of “precision” and “recall”, where 

precision is the proportion of the retrieved models that are 

relevant to the query and recall is the proportion of  

relevant models in the entire database that are retrieved in 

the query. 

 

Figure 5 - Recall/Precision curve evaluating the 

performance or our new proposed method. 

In order to evaluate our proposed approach, we compared 

it to the following two methods, which are based on a 

fixed 2D views number: 

 Retrieving 3D shapes based on their appearance 

[9] that proposed Multiple Orientation Depth 

Fourier Descriptor (MODFD). 

 Retrieval by shape using characteristic views 

(RCV) [10]. 

The retrieval experimental results (Figure 5) illustrate the 

efficiency of our proposed method over similar view-

based methods. They showed the importance of local 

information and the efficiency of our early developed 

robust 2D shape descriptor. 

From the figure 5, when the recall is between 0% and 

50%; the most of the retrieved 3D models belong to the 

same class of the 3D query object in the case of our 

method compared with the descriptors MODFD and CSS. 

Which shows that the 2D extracted views using our 

proposed optimal views selection method, contains more 

relevant information about the 3D targeted object. 

The robustness of our proposed method is from its 

invariance to the different geometric transforms 

(translation, scale and rotation). The limitations of our 

proposed method result in:  

 The case of the 3D articulated objects, due to the 

tokens’ orientation change. 

 The high computational cost during the 2D views 

selection procedure, especially where there is a 

huge amount of local features to be extracted and 

the multi-scale analysis of each 2D shape 

worsens it more. 

 Our proposed 2D views selection method doesn’t 

take into account the human perception factor. 

6 Conclusion and Future works 

In this paper, we proposed a new method for efficient 3D 

model retrieval which contains two contributions: the first 

one is the use of our robust developed criteria and the 

second one is our new proposed 2D optimal views 

selection. Our new algorithm of optimal view selection 

showed it efficiency of extracting 2D views with more 

relevant information of 3D objects.  

The retrieval experimental results showed efficiency and 

superiority of our method compared to other well-known 

methods based on fixed 2D views number. The strength of 

the proposed method is its robustness in terms of 

information relevance contained in the 2D extracted 

optimal views for a given 3D object.  

In our future work, we are planning to improve our 

optimal views selection algorithm in order to take into 

account human perception factors. We are working on 

designing a well-suited index structure to improve the 



speed response of our 3D developed Search Engine. In 

addition to using a 3D model (given a priori) as the query, 

we would like to add 2D sketch, in order to apply our 

method on various interactive applications, 3D face 

recognition, occlusion problem, classification of marine 

species.    
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