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Résumé
Dans un environnement collaboratif de développement de produit, plusieurs acteurs, ayant différents points de vue et intervenant dans plusieurs phases du cycle de vie de produit, doivent communiquer et échanger des connaissances entre eux. Ces connaissances, existant sous différents formats hétérogènes, incluent potentiellement plusieurs concepts tels que l’historique de conception, la structure du produit, les features, les paramètres, les contraintes, et d’autres informations sur le produit. Les exigences industrielles de réduction du temps et du coût de production nécessitent l’amélioration de l’interopérabilité sémantique entre les différents processus de développement afin de surmonter ces problèmes d’hétérogénéité tant au niveau syntaxique, structurel, que sémantique. Dans le domaine de la CAO, la plupart des méthodes existantes pour l’échange de données d’un modèle de produit sont, effectivement, basées sur le transfert des données géométriques. Cependant, ces données ne sont pas suffisantes pour saisir la sémantique des données, telle que l’intention de conception, ainsi que l’édition des modèles après leur échange. De ce fait, nous nous sommes intéressés à l’échange des modèles « intelligents », autrement dit, définis en termes d’historique de construction, de fonctions intelligentes de conception appelées features, y compris les paramètres et les contraintes. L’objectif de notre thèse est de concevoir des méthodes permettant d’améliorer l’interopérabilité sémantique des systèmes CAO moyennant les technologies du Web Sémantique comme les ontologies OWL DL et le langage des règles SWRL. Nous avons donc élaboré une approche d’échange basée sur une ontologie commune de features de conception, que nous avons appelée CDFO « Common Design Features Ontology », servant d’intermédiaire entre les différents systèmes CAO. Cette approche s’appuie principalement sur deux grandes étapes. La première étape consiste en une homogénéisation des formats de représentation des modèles CAO vers un format pivot, en l’occurrence OWL DL. Cette homogénéisation sert à traiter les hétérogénéités syntaxiques entre les formats des modèles. La deuxième étape consiste à définir des règles permettant la mise en correspondance sémantique entre les ontologies d’application de CAO et notre ontologie commune. Cette méthode de mise en correspondance se base principalement, d’une part, sur la définition explicite des axiomes et des règles de correspondance permettant l’alignement des entités de différentes ontologies, et d’autre part sur la reconnaissance automatique des correspondances sémantiques supplémentaires à l’aide des capacités de raisonnement fournies par les moteurs d’inférence basés sur les logiques de description. Enfin, notre méthode de mise en correspondance est enrichie par le développement d’une méthode de calcul de similarité sémantique appropriée pour le langage OWL DL, qui repose principalement sur les composants des entités en question tels que leur description et leur contexte.
Abstract
A major issue in product development is the exchange and sharing of product knowledge among many actors. This knowledge includes many concepts such as design history, component structure, features, parameters, constraints, and more. Heterogeneous tools and multiple designers are frequently involved in collaborative product development, and designers often use their own terms and definitions to represent a product design. Thus, to efficiently share design information among multiple designers, the design intent should be persistently captured and the semantics of the modeling terms should be semantically processed both by design collaborators and intelligent systems. Regarding CAD models, most of the current CAD systems provide feature-based design for the construction of solid models. Features are devised to carry, semantically, product information throughout its life cycle. Consequently, features should be maintained in a CAD model during its migration among different applications. However, existing solutions for exchanging product information are limited to the process of geometrical data, where semantics assigned to product model are completely lost during the translation process. Current standards, such as ISO 10303, known as STEP have attempted to solve this problem, but they define only syntactic data representation so that semantic data integration is not possible. Moreover, STEP does not provide a sound basis to reason with knowledge. Our research investigates the use of Semantic Web technologies, such as ontologies and rule languages; e.g. SWRL, for the exchange of “intelligent” CAD models among different systems, while maintaining the original relations among entities of the model. Thus, we have proposed an ontological approach based on the construction of a common design features ontology, used as an Interlingua for the exchange of product data. This ontology is represented formally with OWL DL. Furthermore, axioms and mapping rules are defined to achieve the semantic integration between the applications ontologies and the common ontology. The integration process relies basically on reasoning capabilities provided by description logics in order to recognize automatically additional mappings among ontologies entities. Furthermore, the mapping process is enhanced with a semantic similarity measure in order to detect similar design features. However, this will enable data analysis, as well as manage and discover implicit relationships among product data based on semantic modeling and reasoning.
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Abstract
The models of spatial relations have stimulated great interest among researchers in spatial databases from the nineties. We can distinguish three different levels of representation where we can identify spatial relations: a purely geometric one, where objects are represented as point-sets and relations can be formally defined in mathematical terms; a computational level, where objects are represented as spatial data types and relations are calculated using spatial operators; a user level, where objects and relations correspond to the concepts of user context. From a geometric point of view, we can consider a categorization of spatial relations in three groups: topological, projective, and metric. This dissertation proposes both a general framework for modelling qualitative spatial relations and presents new developments for projective relations. By providing a formal mathematical framework to a qualitative description of relations, the models are of great research interest in geographic information science. The most important geometric property that has been taken into account is the collinearity of three points. The importance of this property is such that it influences the whole approach, making ternary relations the formal basis of the models. We have developed algorithms to calculate the relations from a vector data structure and a reasoning system on ternary projective relations. We also extended the model to the three-dimensional space and the sphere. From a user perspective, projective relations should consider context information, combining them with reference systems to avoid ambiguities in the meaning of the relation.
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Abstract

Traditional cartography is a fundamental tool to visually describe facts and relationships concerning with territory. This is a well-known and well-established approach and decision makers are usually satisfied by its expressiveness when it concerns the cartography of facts. Differently, this kind of cartography may fail when dealing with scenarios referring to heterogeneous issues, such as political, economic and demographic problems, due to the large amount of complex data to represent in a map. Then, more effective solutions in supporting users to locate facts, trends and new patterns should be investigated. In this dissertation the research carried out within an international project is presented, meant to define cartographic solutions able to better represent geographic information extracted from database contents, which refer both to geographic objects and spatio-temporal phenomena. An actual support for human activity to model and analyze the reality of interest may indeed consist of an immediate synthesis of the most relevant data, disregarding details. Such a synthesis may be based on the usage of visual metaphors, which are able to capture and restitute the most salient features of a scenario. Moreover, it may represent the starting point for further processing tasks aimed to derive spatial analysis data, and to support expert users in decision making, thus bridging the gap between the complexity of the adopted applications and the need for rapid and exhaustive responses expected by domain experts. The major contribution of this work along this line has been to define a methodology to visualize geographic database summaries, expressing them through "schematized representations of territories", known as chorems. In particular, two specific contributions have been produced by investigating and implementing the proposed methodology. The former consists of the formal specification of chorems in terms of visual language and structure, in order to both standardize the chorem creation and assembling process and provide a usable framework for computer systems. The latter is represented by the design and the implementation of a system which generates maps containing chorems starting from geographic database content, in a semi-automatic manner.
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Résumé

Dans le cycle de développement d’un logiciel, l’expertise de sécurité est une qualité manquante qui doit être adressée. Les patrons, particulièrement les patrons de sécurité, sont des moyens pour rétablir le transfert de connaissances entre des experts et des non experts dans une communauté. Dans cette thèse, nous nous focalisons sur l’ingénierie de la sécurité en utilisant des patrons de sécurité. Notre investigation de la littérature a révélé des manques dans les propositions de patrons de sécurité pour établir un véritable transfert de connaissances entre les experts de sécurité et les utilisateurs non spécialisés. En particulier, cette thèse apportent les contributions techniques suivantes :

Un nouveau format pour les patrons de sécurité pour transférer la connaissance des experts de sécurité à des utilisateurs non spécialisés. Nous présentons une étude qui expose en détail les approches pour les patrons de sécurité en les comparant aux patrons de conceptions. Cette étude identifie les inconvénients des patrons de sécurité actuels et montre que la recherche, la classification, et la composition de patrons de sécurité sont les fonctionnalités de base nécessaires pour une plus grande adoption de cette approche.

De plus nous introduisons le format XML utilisé pour conserver des patrons de sécurité dans une bibliothèque de patrons de sécurité. Nous décrivons la structure de la bibliothèque de patrons de sécurité et nous décrivons les patrons de sécurité disponibles. En outre, nous présentons des exemples de patrons de sécurité qui appartiennent à différentes infrastructures du cycle de développement de logiciel. Nous présentons aussi notre travail sur les Composantes Exécutables (EC) dans le contexte du projet Européen SERENITY.

Une interface ontologique (disponible en tant que greffon Eclipse) fournit la nouvelle classification et les approches de recherche des patrons de sécurité par les experts de sécurité et les développeurs de logiciel. Nous analysons, moyennant des questionnaires et des interviews de développeurs de logiciels, les informations collectées et ensuite nous modélisons deux ontologies : la première pour les développeurs et la seconde pour décrire des patrons de sécurité. Notre méthodologie définit un processus pour les experts de sécurité qui leur permet de décrire des patrons de sécurité et leurs Composantes Exécutables pour alimenter la bibliothèque. En plus, elle fournit l’équipement nécessaire pour aider des experts de sécurité à mettre en place cette bibliothèque via le langage OWL-DL d’ontologie. Au final, on fournit un outil semi-automatique pour que les utilisateurs puissent récupérer des patrons de sécurité et des composants exécutables tout en ayant une connaissance limitée de la sécurité dont ils ont besoin.

Une approche pour l’intégration des patrons de sécurité. Pour supporter le raisonnement lié à l’intégration
de patrons de sécurité et la création de langages de patrons, nous présentons une revue détaillée sur l'intégration de solutions de sécurité pour différentes infrastructures. Nous classifions les conflits et les regroupons sur la base de leurs contextes. Notre distinguons les conflits de sécurité et les conflits fonctionnels. Par ailleurs, nous utilisons la transformation de graphes. Nous avons ainsi conçu d'un langage de patrons basés sur deux types de relations : « est en conflit » et « exige ».

L'univers de la télémédecine, est particulièrement riche en données sensibles et en infrastructures domotiques. Nous présentons une étude de cas qui se concentre sur l'assistance lointaine de patients localisés dans leurs maisons équipées (intelligentes). Nous avons développé un prototype de télémédecine pour valider les idées développées dans cette thèse.

Mots-clés :
Patrons de sécurité, Ontologie, Intégration de patrons de sécurité, télémédecine.
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Résumé
Dans le contexte économique actuel, les entreprises font face à de nouveaux problèmes en termes d’interopérabilité, du fait de besoins croissants de collaboration eBusiness dans les écosystèmes numériques auxquels elles appartiennent. Elles ont également besoin de pouvoir rentabiliser et faire évoluer les applications internes existantes. De plus, l’établissement rapide d’une collaboration numérique avec un membre de leur écosystème, limitée dans le temps, ne devrait pas nécessiter de modification de leurs infrastructures de communications et de leurs applications pour pouvoir échanger information et connaissance. D’un côté, les solutions actuelles sont de moins en moins adaptées pour faire face aux besoins croissants d’interopérabilité dans des environnements de plus en plus complexes. D’un autre côté, il n’est pas envisageable de remplacer les standards et les cadres d’interopérabilité actuellement utilisés en proposant des innovations de rupture. Les travaux de recherches réalisés dans le cadre de la thèse « Interopérabilité des applications techniques d’entreprise » concernent le développement d’une approche innovante pour construire un cadre d’interopérabilité des applications d’entreprise basé sur l’utilisation simultanée et cohérente des standards d’interopérabilité d’un écosystème et des technologies associées. L’objectif est l’interopérabilité « pragmatique ». L’approche innovante propose s’appuie sur les apports conjugués de l’ingénierie par les modèles, de la modélisation d’entreprise, des ontologies et des architectures orientées services. Elle promeut l’utilisation des commodités du WEB, basées sur des standards ouverts et gouvernés. Ce faisant, la préservation sémantique entre les standards de l’écosystème considéré, les artefacts d’ingénierie des applications et les infrastructures de communication est cruciale. Aussi l’approche innovante proposée inclut-elle le concept “d’hyper modèle étendu”, qui a été développée dans le cadre de cette thèse, et dont l’usage est illustré dans le cadre particulier des applications de gestion du cycle de vie des produits industriels, au sein de l’entreprise étendue.

Abstract
Within the current economic context, enterprises are facing new interoperability issues due to increasing needs of eBusiness Collaboration within the emerging digital ecosystems they belong to. They also need to be able to keep in pace with their heterogeneous internal legacy systems. In addition, they should not have to modify their infrastructure or applications for fast and short collaboration implying information and knowledge interchange with new partners of their ecosystem. In one hand, current solutions are less and less adapted to face increasing needs and complexity in term of interoperability. In the other hand, legacy interoperability standards and frameworks can’t be replaced as it can be imagined to propose new disruptive approach and technologies. The research work undertaken for the thesis “Interoperability of Technical Enterprise Interoperability” consists in proposing an innovative approach allowing a given and
mature ecosystem to build an enterprise application interoperability framework based on simultaneous and coherent usage of eBusiness standards used by a given ecosystem, combining usage of the different relevant frameworks supporting these standards. The goal is achievement of “pragmatic” interoperability. Proposed innovative approach takes advantage of simultaneous usage of Model Driven Engineering, Enterprise Modeling, Ontology and Service Oriented Architecture. It promotes systematic usage of commodities on the WEB based on open and governed standards. Doing so, semantic preservation between ecosystem’s standards, application engineering artifacts and communication infrastructures is crucial. To support semantic preservation within the context of the innovative proposed approach, the concept of “extended hypermodel” is developed and demonstrated within the context of Product Lifecycle Management within networked organizations.
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Résumé

Les environnements informatiques évoluent vers ce qu’on appelle des systèmes pervasifs : ils ont tendance à être de plus en plus hétérogènes, décentralisés et autonomes. D’une part, les ordinateurs personnels et autres terminaux mobiles sont largement répandus et occupent une grande place dans les systèmes d’information. D’autre part, les sources de données et fonctionnalités disponibles peuvent être réparties sur de larges espaces grâce à des réseaux allant du réseau mondial Internet jusqu’aux réseaux locaux pair-à-pair pour les capteurs. Elles sont de plus dynamiques et hétérogènes : bases de données avec des mises à jour fréquentes, flux de données provenant de capteurs logiques ou physiques, et services fournissant des données stockées ou provenant de capteurs, transformant des données ou commandant des actionneurs.

Les environnements pervasifs posent de nouveaux défis pour exploiter leur plein potentiel, en particulier la gestion d’interactions complexes entre ressources réparties. Il est cependant difficile de gérer ces sources de données et fonctionnalités hétérogènes avec les systèmes actuels, ce qui constitue un frein pour le développement d’applications pervasives. Il est ainsi nécessaire de combiner au sein de développements ad hoc des langages de programmation impératifs (C++, Java...), des langages de requêtes classiques pour les bases de données (SQL...) et des protocoles réseau (JMX, UPnP...). Ce n’est cependant une solution ni pratique ni adéquate sur le long terme. Les approches déclaratives offrent l’avantage de fournir une vue logique des ressources qui abstrait les problématiques d’accès physique et permet la mise en œuvre de techniques d’optimisation. Les requêtes SQL sur les bases de données relationnelles en sont une illustration typique et bien connue. C’est pourquoi la définition déclarative de requêtes sur des sources de données et des fonctionnalités est reconnue comme un défi majeur dans le but de simplifier le développement d’applications pervasives. Actuellement, les extensions des SGBDs (Système de Gestion de Bases de Données) permettent d’avoir une vue homogène et d’effectuer des requêtes sur des bases de données et des flux de données (notamment les SGFDs, Système de Gestion de Flux de Données). La notion de service est un moyen courant de représenter les fonctionnalités réparties d’un système informatique, mais n’est pas encore pleinement intégrée au sein des SGBDs. Malgré de nombreuses propositions, une compréhension claire des interactions entre données, flux de données et services manque toujours, ce qui constitue un frein majeur pour la définition déclarative des applications pervasives, en lieu et place des actuels développements ad hoc. Dans cette thèse, nous proposons un framework définissant une vue orientée données des environnements pervasifs : la notion classique de base de données est étendue pour construire une notion plus large, l’environnement pervasif relationnel, qui intègre les sources de données à la fois conventionnelles et non-conventionnelles, à savoir données, flux de données et services. Cette notion permet le développement d’applications pervasives de manière déclarative en utilisant des requêtes continues orientées service qui combinent ces sources de données. Dans ce framework, nous proposons un
Computing environments evolve toward what is called pervasive systems: they tend to be more and more heterogeneous, decentralized and autonomous. On the one hand, personal computers and other handheld devices are largely widespread and take a large part of information systems. On the other hand, available data sources and functionalities may be distributed over large areas through networks that range from a world-wide network like the Internet to local peer-to-peer connections like for sensors. They are dynamic and heterogeneous: distributed databases with frequent updates, data streams from logical or physical sensors, and services providing data from sensors or storage units, transforming data or commanding actuators. Pervasive environments pose new challenges in order to exploit their full potential, in particular through the management of complex interactions between distributed resources. Their heterogeneous data sources and functionalities are not homogeneously manageable in today's systems. This is a big issue when building pervasive applications. Imperative programming languages (e.g., C++, Java), classical query languages for databases (e.g., SQL), and network protocols (e.g., JMX, UPnP) must be combined in ad hoc developments, which is neither convenient nor suitable as a long-term solution. Declarative approaches offer the advantage of providing a logical view on resources that abstracts physical access issues and enables optimization techniques. SQL queries over relational databases are a typical and well-known illustration of those approaches. Therefore, querying data sources and functionalities in a declarative way is recognized as a major issue in pervasive environments in order to simplify the development of applications. Currently, extensions of DBMSs (DataBase Management Systems) provide a homogeneous view and query facilities for both relational data and data streams (e.g., DSMSS (Data Stream Management Systems), CEP (Complex Event Processing), ESP (Event Stream Processing)). Services are a common way to represent distributed functionalities in a computing environment, but are not yet fully integrated with DBMSs. Despite a lot of propositions, a clear understanding of the interplays between relational data, data streams and services is still lacking and is the major bottleneck toward the declarative definition of pervasive applications, instead of the current ad hoc development of such applications. In this thesis, we propose a framework that defines a data-centric view of pervasive environments: the standard notion of database is extended to come up with a broader notion, defined as relational pervasive environment, integrating both conventional and non-conventional data sources, namely data, streams and services. It enables the development of applications for pervasive environments using declarative service-oriented continuous queries combining those data sources. Within this framework, we propose a data model for pervasive environments, namely the SoCQ data model (standing for Service-oriented Continuous Query), that takes into account their heterogeneity, dynamicity and distribution. We define the structure of our data model with the notion of eXtended Dynamic Relation (XD-Relation) representing data sources. We also define an algebraic language for our data model with the Service-enabled algebra (Serena algebra), from which a SQL-like language (the Serena SQL) has been devised. This language enables the expression of declarative queries over pervasive environments. In order to implement this framework, we have designed a Pervasive Environment Management System (PEMS) that supports our data model. A PEMS is a service-enabled dynamic data management system that seamlessly handles network issues like service discovery and
remote interactions. It supports the execution of service-oriented one-shot and continuous queries that application developers can easily devise to build pervasive applications. A prototype of PEMS has been implemented, on which experimentations have been conducted.
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Résumé
documents. Par la suite, le modèle d’ontologie est utilisé afin d’associer les termes à leurs concepts. Ce modèle est aussi utilisé pour extraire les relations entre les concepts à partir des documents. Nous proposons des algorithmes indépendants de la langue des textes pour reconnaître des concepts et des relations de l’ontologie dans les textes. De ce fait, l’approche est « robuste » et indépendante de la langue et du domaine du corpus. Concernant la validation, nous appliquons notre approche sur un corpus réel, le corpus médical de la campagne d’évaluation CLEF’2007, en utilisant le méta-thésaurus UMLS.

Abstract
The research work of this thesis is related to the problem of document search and indexing, and more specifically the extraction of semantic descriptors for document indexing. An Information Retrieval System (IRS) is a set of models and systems for selecting a set of documents satisfying user needs in terms of information expressed as a query. In IR, a query is composed mainly of two processes for representation and retrieval. The representation process is called indexing, it allows to represent documents and query descriptors, or indexes. These descriptors reflect the contents of documents. The retrieval process consists in comparing document representations and query representation. In classical IRS, the descriptors used are words (simple or compound). These IRS consider the document as a set of words, often called a "bag of words". In these systems, words are considered as graphy without semantics. The only information used for these words is their occurrence frequency in the documents. These systems do not take into account the semantic relationships between words. For example, it is impossible to find documents represented by a word M1synonyms of word M2, where the query is represented by M2. Also, in a classic IRS document indexed by the term "bus" will never be found by a query indexed by the word "taxi", although these two words deal with the same subject "means of transportation." To address these limitations, several studies were interested in taking into account the semantic indexing terms. This type of indexing is called semantic or conceptual indexing. These works take into account the notion of concept in place of the notion of word. In this work the terms denoting concepts are extracted from the document by using statistical techniques. These terms are then projected onto semantics resources such as: ontology, thesaurus and so on to extract the concepts involved. Existing approaches for semantic indexing have been applied mainly to monolingual corpus. These approaches use a morphosyntactic analyzer for indexing. As a result, they do not apply to multilingual corpora. The aim of this thesis is to propose an approach of semantic indexing adapted to a multilingual corpus. In this context we propose a statistical and ontological indexing approach adapted to multilingual documents. A statistical technique use the frequency of words in order to extract the terms of the documents. The ontology model is used to associate the words to concepts. This model is also used to extract the relations between concepts from documents. We propose algorithms independent of the language of the texts to identify concepts and relations of the ontology in the texts. Hence the approach is "robust" and independent of the language and the domain corpus. Regarding validation, we apply our approach to a real corpus, the corpus of medical evaluation campaign CLEF’2007 using the UMLS meta-thesaurus.
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Résumé
Cette thèse traite de la problématique générale des traces numériques liées à la réalisation d’une activité documentaire instrumentée. Elle s’inscrit dans le cadre de l’approche des Systèmes à Base de Traces modélisée (SBTm) pour laquelle elle développe pour la première fois une méthodologie complète de modélisation des traces numériques qui lui est propre. L’approche des SBTm propose de définir a priori les objets de l’observation automatique dans un modèle de trace. La conception de la méthodologie proposée repose sur des fondements théoriques tirés de domaines de recherche impliquant des formes de modélisation de l’activité instrumentée (IHM, IC, CSCW), et sur une mise en pratique dans deux situations d’activités réelles, l’une d’apprentissage collaboratif à distance, l’autre de production de contenus de formation. Dans le cadre du second terrain d’application, un développement technique de visualisation de traces a permis la tenue d’une expérimentation spécialement conçue pour évaluer le potentiel des traces modélisées en tant que support de réflexivité d’une activité documentaire complexe. Les premiers résultats de ce travail exploratoire dans des situations d’activités collectives ont conduit à étendre le cadre conceptuel des SBTm. L’apport de la notion de trace conjointe, qui désigne des traces générées et réutilisées par des collectifs d’utilisateurs, offre de nouvelles perspectives d’usages étendant la problématique générale les traces modélisées.

Abstract
This thesis addresses the general topic of digital traces related to the achievement of user activity in a digital documentary space. This work is part of the modelised Trace Based Systems approach (mTBS). This work contributes to the approach by creating a specific digital trace modelization methodology. The mTBS approach aims to make some reusable digital traces in user activity context. In order to produce digital trace as qualitative activity representation, it proposes to use a trace model which redefine observed objects. The proposed methodology design is based firstly on theoretical foundations drawn from research domains involving human-computer activity modeling (CHI, KM, CSCW), and secondly based on an implementation work in two actual activities, on the one hand a collaborative elearning activity, one the other hand a activity of professional training content production. During this second applied research study, we developped a trace specific display tool. This tool has been used for support an experiment designed to assess the modeled traces potential as an activity reflectivity medium. Early results of this exploratory work in collective activity situations have lead us to propose to extend the conceptual prime framework of the mBTS approach. We suggested the "conjoined trace" which means traces generated and used by groups of users. It offers new collaborative practice prospects extending the general problem of trace-based approachs.
Publications

Conférences internationales avec comité de lecture et actes

Conférences nationales avec comité de lecture et actes

Autres conférences

Contributions à un ouvrage

Rapports de recherche/technique
Thèse

Soufiene Lajmi

Soutenue le 26/11/2009
à l’Université de Lyon- Université Claude Bernard Lyon 1

Jury

Nadine Cullot
Mohamed Mohsen Gammoudi
Vincent Hilaire
Faiez Gargouri
Khaled Ghedira
Chirine Ghedi
Djamal Benslimane

rapporteur
rapporteur
examinateur
examinateur

directeur de thèse
Co-directrice de thèse
Co-directeur de thèse

Résumé

Ces dernières années, les services web ont eu un intérêt important au niveau de la recherche ainsi qu’à l’industrie. Le présent sujet de thèse entre dans le cadre de la composition de services web et de leur intégration. En effet, l’utilisation simple des services web existants peut ne pas répondre au besoin du demandeur de service. Une solution possible est de combiner un ensemble de services afin d’avoir une réponse satisfaisante.

L’objectif global de ce sujet est d’améliorer le processus de découverte et d’intégration de services web. Dans ce travail, nous présentons une solution pour la composition de service web basée essentiellement sur le raisonnement à partir de cas. Ensuite, nous proposons d’améliorer le processus de recherche des cas similaires par la classification des cas. L’étape suivante consiste à définir une stratégie de recherche pour explorer la base de cas. Pour ce faire, nous avons défini deux stratégies. La première est basée sur l’exploration d’un arbre de décision pour la recherche de la classe contenant les cas les plus similaires à un nouveau problème donné par l’utilisateur. La deuxième stratégie utilise le concept de treillis de Galois. Enfin, nous proposons de distribuer notre architecture afin d’exploiter les solutions fournies par d’autres sites.

Mots clés : Service Web, Composition de Services Web (CSW), Treillis de Galois, Arbre de décision, Web Sémantique, SMA, Raisonnement à Partir de Cas (RàPC).
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Résumé
Cette thèse en informatique se situe dans le domaine des Environnements Informatiques pour l'Apprentissage Humain (EIAH). Dans ce cadre, nous avons abordé la question de la personnalisation de l’apprentissage. Nos travaux de recherche consistaient à identifier un processus qui permette à la fois de personnaliser des séances de travail sur papier et des séances de travail sur des logiciels pédagogiques. Nous souhaitions que ce processus permette de prendre en compte les spécificités de chaque apprenant en s’appuyant sur son profil, mais qu’il prenne également en compte les buts et les habitudes pédagogiques des enseignants. Enfin, nous souhaitions que ce processus soit implémentable dans un système externe aux logiciels à personnaliser. Notre problématique s’est donc décomposée en trois points : comment exploiter les profils d’apprenants pour prendre en compte les individualités des apprenants ? Comment adapter une activité pour prendre en compte les besoins et habitudes pédagogiques d’un enseignant ? Et enfin, comment attribuer une activité à un apprenant ? Pour répondre au premier point, nous avons proposé le modèle cPMDL. Ce complément du langage de modélisation des profils PMDL permet de contraindre les profils des apprenants afin de sélectionner ceux ayant les caractéristiques requises par les contraintes. cPMDL nous permet donc d’exploiter les informations contenues dans les profils au sein du processus de personnalisation. Pour répondre au deuxième point, nous avons proposé l’approche GEPPETO. Cette approche s’appuie sur des modèles et des processus génériques permettant d’adapter les activités en fonction des intentions pédagogiques des enseignants grâce à la définition de contraintes sur les activités. Nous nous avons décliné cette approche pour permettre l’adaptation des activités papier (GEPPETOP), ainsi que pour l’adaptation des activités logicielles et de la configuration des environnements qui les supportent (GEPPETOS). Pour répondre au troisième point, nous avons proposé le modèle PERSUA2 qui permet de lier les contraintes sur profils de cPMDL aux contraintes sur activités de GEPPETO. Ces liens, nommés règles d’affectation, sont ensuite hiérarchisés selon leur degré de priorité pour former une stratégie pédagogique qui sera associée à un ou plusieurs contextes d’utilisation. Nous avons mis en œuvre ces différentes contributions théoriques dans Adapte, un module de l’environnement informatique du projet PERLEA. Le rôle de cet environnement est d’assister l’enseignant dans la gestion de profils créés par l’enseignant lui-même ou issus de logiciels pédagogiques. Adapte est l’une des exploitations possibles des profils : le module réalisé permet de fournir à chaque apprenant des activités adaptées à son profil tout en respectant les choix pédagogiques de son enseignant. Ces activités peuvent être des activités papier proposées par le système ou des activités logicielles personnalisées par Adapte, mais effectuées dans un autre EIAH. Ce module, pleinement opérationnel, a montré la faisabilité technique de nos contributions théoriques et nous a permis de conduire des mises à l’essai auprès d’enseignants.
Abstract
This thesis in computer science belongs to the field of Interactive Learning Environments (ILE). In this context, we have addressed the issue of personalization of learning. Our research have consisted in identifying a process allowing one to personalize both paper working sessions and working sessions on educational software. Our goal was to design a process able to take into account the specificities of each learner, based on their profiles, but also to take into account the pedagogical goals and habits of teachers. Moreover, we had to design this process such as it could be easily implemented in a software external to the system being personalized. Our problem was therefore decomposed into three points: how to use learners’ profiles to take the individuality of learners into account? How to adapt a pedagogical activity to take the teaching needs and habits of a teacher into account? And finally, how to assign an activity to a learner? To answer the first point, we have proposed the cPMDL model. This complement of the profiles modelling language PMDL allows one to constrain the learners’ profiles to select those with the characteristics required by the constraints. cPMDL allows us to exploit the information contained in the profiles during the personalization process. To answer the second point, we have proposed the GEPPETO approach. This approach relies on generic models and processes to adapt activities according to the teachers’ intentions, by defining constraints on activities. We have instantiated this approach to enable on the one hand the adaptation of paper activities (GEPPETOp) and on the other hand to enable the adaptation of software activities and the adaptation of configuration of environments that support them (GEPPETOs). To address the third point, we have proposed the PERSUA2 model which links cPMDL constraints on profiles with GEPPETO constraints on activities. Next, these links, called assignment rules, are organized into a hierarchy according to their priority degree in order to form a pedagogical strategy. This pedagogical strategy is then associated with one or more contexts of use. We have implemented these different theoretical contributions in Adapte, a module of the environment associated to the PERLEA project. The role of this environment is to assist teachers in the management of profiles created by themselves or coming from pedagogical software. Adapte is one of the possible uses of profiles: the module developed provides each learner with activities suited to their profiles, while respecting the teaching choices of the teacher. These activities may be paper activities proposed by the system or software activities personalized by Adapte but made within another ILE. This module, fully operational, has demonstrated the technical feasibility of our theoretical contributions and has allowed us to conduct experiment with teachers.
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Abstract
Abstract Today’s complex design projects require teams of designers to come together to facilitate the sharing of their respective expertise in order to produce effective design solutions. Due to the increasing need for exchanging knowledge, modern design projects are more structured to work with distributed virtual teams that collaborate over computer networks to achieve global optima in design. Nevertheless, in the collaborative design process, the integration of multidisciplinary virtual teams – involving exchange and sharing of knowledge and expertise – frequently generates a lot of conflicting situations. Different experts’ viewpoints and perspectives, in addition to several ways of communicating and collaborating at the knowledge level, make all this process very hard to tackle. In order to achieve an optimal scenario, some problems must firstly be solved, such as: requirement specification and formalization, ontology integration, and conflict detection and resolution. Specifying and formalizing the knowledge demands a great effort towards obtaining representation patterns that aggregate several disjoint knowledge areas. Each expert should express himself so that the others can understand his information correctly. It is necessary, therefore, to use a flexible and sufficiently extensive data representation model to accomplish such a task. Some current models fall short of providing an effective solution to effective knowledge sharing and collaboration on design projects, because they fail to combine the geographical, temporal, and functional design aspects with a flexible and heterogeneous knowledge representation model. This work proposes an architecture for collaborative design that intends to be synchronous, heterogeneous, service-oriented, agent-based, and ontology-based. Particular representation models are transformed into ontology instances and merged together in order to accomplish the final product design. It is a synchronous approach because the merging process is undertaken at the same time that the interaction among the designers takes place. It is heterogeneous because it provides the users with two approaches for ontology integration: the use of a generic ontology and the harmonization process. Our proposal focuses on collaborative design conflicts and makes use of Web Ontology Language (OWL) and Web Services, the former as a tool for knowledge representation and the latter as a technological support for communication.
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Abstract
An inductive database is a database that contains not only data but also patterns. Inductive databases are designed to support the KDD process. Recent advances in inductive databases research have given rise to a generic solver capable of solving inductive queries that are arbitrary Boolean combinations of antimonotonic and monotonic constraints. They are designed to mine different types of pattern (i.e., patterns from different pattern languages). An instance of such a generic solver exists that is capable of mining string patterns from string data sets. In our main application, promoter sequence analysis, there is a requirement to handle fault-tolerance, as the data intrinsically contains errors, and the phenomenon we are trying to capture is fundamentally degenerate. Our research contribution to fault-tolerant pattern extraction in string data sets is the use of a generic solver, based on a non-trivial formalisation of fault-tolerant pattern extraction as a constraint-based mining task. We identified the stages in the process of the extraction of such patterns where state-of-art strategies can be applied to prune the search space. We then developed a fault-tolerant pattern match function InsDels that generic constraint solving strategies can soundly tackle. We also focused on making local patterns actionable. The bottleneck of most local pattern extraction methods is the burden of spurious patterns. As the analysis of patterns by the application domain experts is time consuming, we cannot afford to present patterns without any objective clue about their relevancy. Therefore we have developed two methods of computing the expected number of patterns extracted in random data sets. If the number of extracted patterns is strongly different from the expected number from random data sets, one can then state that the results exhibits local associations that are a priori relevant because they are unexpected. Among others applications, we have applied our approach to support the discovery of new motifs in gene promoter sequences with promising results.
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Résumé

Pour les réseaux de neurones impulsionnels, effectuer les simulations en mode événementiel (event-driven) permet de réduire le temps d'exécution séquentiel par rapport aux méthodes clock-driven. D'autre part, l'utilisation d'un support parallèle permet de profiter d'un plus grand nombre de ressources matérielles pour optimiser les performances des simulations. Ce travail de thèse propose un simulateur événementiel, multithreadé et distribué pour la simulation de réseaux de neurones impulsionnels de grande taille. Il est dénommé par le sigle DAMNED, qui signifie Distributed And Multithreaded Neural Event-Driven simulation framework. Répartissant le réseau de neurones sur les ressources matérielles synchronisées par une méthode décentralisée de gestion du temps virtuel, DAMNED introduit également un fonctionnement multithread. DAMNED permet d'accélérer les calculs et de simuler des réseaux de plus grande taille qu'en séquentiel. DAMNED offre la possibilité d'exploiter de nombreux modèles de réseaux et de neurones impulsionnels et la plupart des supports matériels sont exploitables. Nous présentons l'utilisation de DAMNED sur un modèle simple de réseau pour différentes valeurs de tailles, connectivités et dynamiques. Ensuite, nous proposons une application directe de DAMNED dans une modélisation du contrôle des saccades oculaires. Ce modèle, entièrement basé sur des neurones impulsionnels, étudie les circuits neuronaux du système saccadique restreints au tronc cérébral. On montre, à l'aide de ce modèle, que l'hypothèse selon laquelle une somme vectorielle ("vector summation") des activités de la carte motrice du colliculus supérieur coderait pour l'amplitude de la saccade correspond davantage aux données obtenues pour le modèle exécuté sur DAMNED qu'à l'hypothèse d'un moyennage de vecteurs ("vector average"). Même si des évolutions et optimisations sont envisagées, l'originalité de ce travail, parmi les premiers simulateurs distribués de réseaux de neurones impulsionnels, réside dans le couplage d'une stratégie événementielle, d'un multithreading interne et des processus logiques et une architecture physique distribuée. Le simulateur DAMNED constitue donc une avancée dans le domaine des réseaux de neurones impulsionnels, et particulièrement dans celui des réseaux de grande taille. Les expériences réalisées sur le modèle connexionniste du contrôle des saccades oculaires, et les résultats qu'elles apportent à la communauté neuroscientifique confirmiront les perspectives d'utilisation de ce travail de thèse.

Abstract

Simulating spiking neuron networks with a sequential event-driven approach consumes less computation time than clock-driven methods. On the other hand, a parallel computing support provides a larger amount of material resources for optimizing simulation performance. This PhD dissertation proposes an event-driven, multithreaded and distributed framework for simulating large size spiking neuron networks. The name of the simulator is the acronym DAMNED, for Distributed And Multithreaded Neural Event-Driven...
simulation framework. DAMNED distributes the neurons and connections of the network on the material resources synchronized through a decentralized global virtual time. DAMNED also couples local multithreaded processing to the distributed hardware. DAMNED allows to speed up the simulation and to manage wider neural networks than sequential processing. DAMNED is suited to run many models of spiking neurons and networks, and most material supports are workable. Using DAMNED is presented first on simple networks for different sizes, connectivities and activities. Next, DAMNED is applied to modelling the control of saccadic eye movements. Completely based on spiking neurons, the model studies interactions between the neural circuits of the saccadic system located in the brainstem. The model helps validating the hypothesis that the saccade amplitude could be encoded by a vector summation of the activities in the superior colliculus motor map rather than a vector average, from comparison with data obtained in the simulation. Even if further developments and improvements may be forecasted, the originality of the work is to couple event-driven and distributed programming. Moreover, among the parallel simulators for spiking neuron networks, DAMNED is the first one taking advantage of an event-driven strategy internal multithreading of the logic processes and a distributed architecture of physical processes. Hence DAMNED is an advance in the area of simulating spiking neuron networks, mainly for wide size networks. Experiments on simulating the control of saccadic eye movements by a spiking neural network model and their contributions for the neuroscience community confirm the perspectives for further uses of the present work.
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Résumé

Le partage et la distribution des ressources et des services constituent un défi important de l'informatique moderne. Ainsi, le développement des systèmes distribués vient comme une réponse à des besoins liés à la propagation et à l'acquisition d'informations et de services sans aucune contrainte ni barrière. L'informatique mobile connaît de nos jours un essor fulgurant, en raison de l'apparition d'une nouvelle classe d'utilisateurs à caractère nomade liée à la création de dispositifs portables capables d'offrir de plus en plus de ressources et de services, communiquant grâce à des infrastructures légères et sans fil. Ainsi, la convergence entre les infrastructures terrestres et mobiles permet aux usagers d'avoir à disposition un réseau très vaste d'informations et de services accessibles quels que soient le lieu et le moment.

L'avènement de l'informatique mobile a fait évoluer les systèmes distribués, en permettant la mise en place d'environnements intelligents et communicants offrant à l'utilisateur la possibilité de faire interagir ses équipements (téléphone, PDA, etc.) avec son environnement de manière aisée et transparente. Cette évolution a abouti au concept d'Informatique pervasive qui, en plaçant l'utilisateur nomade au cœur de l'informatique moderne, a ouvert de nouvelles perspectives théoriques et applicatives. La mobilité de l'utilisateur et la multiplication des dispositifs légers et autonomes accentuent et rendent plus complexes les problèmes de sécurité. En effet, la mise en place d'environnements pervasifs permet à l'utilisateur nomade de solliciter ou de communiquer avec d'autres utilisateurs, des ressources ou des services au sein d'environnements ou de domaines qui lui sont inconnus et réciproquement. Les mécanismes et les solutions existants sont inadéquats pour pallier les nouveaux challenges issus principalement des problèmes d'authentification, de contrôle d'accès et de protection de la vie privée. Dans un système aussi fortement distribué et imprédictible, l'existence d'une autorité centralisatrice n'est en effet pas possible. Il est donc nécessaire de rendre la décision d'accès plus autonome et donc répartie. Dans cette thèse, nous défendons l'idée que l'implémentation d'un système de sécurité basé sur la confiance constitue une solution particulièrement adaptée aux environnements pervasifs. Notre travail a conduit à l'élaboration d'une architecture générique de sécurité prenant en charge l'utilisateur depuis l'identification des ressources environnantes (T2D) dont le but est d'étendre le champ d'accès des utilisateurs mobiles aux ressources environnantes; (ii) l'élaboration d'un nouveau format de certificat « X316 »; (iii) l'implémentation d'un nouveau processus de signature (FeMoS) permettant l'adaptation des documents signés au contexte de
Abstract

Users of Information Technologies are somehow contradictory! On one hand, they want their life easy, so they prefer to access transparently to the large set of information, appliances and devices being in their environment. On the other hand, they want to have a clear understanding of what they access and they want to ensure that only the minimum information about themselves is delivered to third parties. They want to be trusted, but are reluctant to trust. In our thesis, we explore this contradiction and try to give way to mechanisms that allow a certain balance reachable between paranoia and naiviness. This goal is large, and we will certainly not address all kind of issues this statement opens. We focus our work on trust management in collaborative distributed environments. They witness a growing interests with the meet of web-enhanced information technologies and wireless devices. The anywhere anytime access to information and services is nowadays a must. All the approaches rely on a kind of trust to establish the necessary regulations for authentication, authorization and access control. While the trust is easy to set up between the known participants of a communication, the evaluation of trust becomes a challenge when confronted with unknown environment. It is more likely to happen that the collaboration in the mobile environment will occur between totally unknown parties. An approach to handle this situation has long been to establish some third parties that certify the identities, roles and/or rights of both participants in a collaboration. In a completely decentralized environment, this option is not sufficient. To decide upon accesses one prefer to rely only on what is presented to him by the other party and by the trust it can establish, directly by knowing the other party or indirectly, and vice-versa. Hence a mobile user must for example present a set of certificates known in advance and the visited site may use these certificates to determine the trust he can have in this user and thus potentially allow an adapted access. In this schema the mobile user must know in advance where she wants to go and what she should present as identifications. This is difficult to achieve in a global environment. Moreover, the user likes to be able to have an evaluation of the site she is visiting to allow limited access to her resources. And finally, an user does not want to bother about the management of her security at fine grain while preserving her privacy. Ideally, the process should be automatized. Our work was lead to define the Chameleon architecture. Thus the nomadic users can behave as chameleons by taking the "colors" of their environments enriching their nomadic accesses. It relies on a new T2D trust model which is characterized by support for the disposition of trust. Each nomadic user is identified by a new morph certification model called X316. The X316 allows to carry out the trust evaluation together with the roles of the participants while allowing to hide some of its elements, preserving the privacy of its users and adapting to the trustfulness of the environment.
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Résumé

Le réseau de régulation génique est un élément central de toute cellule vivante capable de réguler la production de protéines en fonction des besoins et/ou des conditions extérieures. De ce fait, la mesure, l'analyse et, in fine, la compréhension des mécanismes de régulation sont au coeur de la biologie contemporaine et, plus particulièrement, de la biologie des systèmes. Or, lorsqu'on étudie parallèlement plusieurs réseaux de régulation correspondant à des organismes différents, on constate que ces réseaux possèdent des caractéristiques structurelles communes. Ainsi, chez les organismes bactériens, il a été montré que la topologie globale du réseau suivait une topologie scale-free, que les réseaux présentaient une répartition en motifs spécifiques ou que la distribution du nombre de noeuds du réseau (les Facteurs de Transcription) suivait une loi de puissance d'exposant plus élevé que la distribution du nombre de gènes dans les mêmes organismes. L'origine de ces structures reste encore mal connue, c'est pourquoi une approche de modélisation semble être appropriée pour émettre des hypothèses quant au rôle joué par les différentes pressions évolutives (mutation, sélection, dérive, ...). Dans ce but, nous avons développé RAEvol, un modèle de génétique digitale dédié à l'étude de l'évolution des réseaux de régulation. RAEvol est un modèle intégré, au sens où un organisme n'inclut pas seulement un réseau de régulation mais aussi un génome et un phénotype. En réunissant une population de tels individus, en introduisant un mécanisme mutationnel au niveau des génomes et un mécanisme sélectif au niveau des phénotypes, nous pouvons alors d'étudier l'évolution de ces réseaux dans un contexte cohérent. Nous présentons ici le cadre général de notre étude, les réseaux de régulation procaryotes et leur structure, ainsi que les choix de modélisation qui nous ont conduit à développer RAEvol. Le modèle lui-même sera décrit de façon exhaustive et une première série d'expérimentation sera décrite en détail pour montrer son potentiel. Nous présenterons enfin deux travaux utilisant notre modèle et publiés dans des revues ou conférences internationales. Ces travaux illustrent la capacité du modèle à produire des données puis des hypothèses pertinentes pour la pour la biologie évolutive et la biologie des systèmes.

Abstract

Regulation and regulation networks are core elements of any living cell. This network enables the cell to regulate its protein production depending on its needs. Yet, measure, analysis and comprehension of regulation mechanisms are at the heart of contemporary biology and, par- ticularly, of systems biology. Now, when studying different regulation networks coming from different species, some regularities emerge and networks appear to share some structural proper- ties. In prokaryotic organisms, it has been shown that regulation networks are scale-free, that their motif distribution is not random or that the number of regulation nodes in the networks of different species follows a power-law which exponent is larger than the exponent of genes numbers distribution in the same organisms. To explain such regularities and to
understand how evolution has structured these networks, we designed a digital genetic model, RÆvol, which is dedicated to the study of the evolutionary history of regulation networks. RÆvol enables us to study how the different evolutive pressures (mutation, selection, drift...) act on the network and which one(s) gives the networks their universal features. Moreover, RÆvol is an integrated model, meaning that, in RÆvol, apart from their regulation networks, organisms own a genome and a phenotype. By creating of population of such organisms, by introducing mutations at the genetic level and selection at the phenotypic level, we are able to study the evolution of regulation networks in a coherent context. Here, we present the general context of our study (prokaryotic regulation networks and their structure) together with the main principle of our model. RÆvol is then fully described and our first experiments are presented, showing how the model can be used. Finally, two complementary appendix present two publications, illustrating that RÆvol is able to produce valuable data and hypothesis for evolutionary biology and systems biology.
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Résumé
Les systèmes d’informations connaissent un essor constant depuis leur création. Leur usage laisse de nouvelles possibilités d’accès et de traitement des informations, en appui à l’action. Or, le constat général est toujours le même : accumulation de données non décrites, non référencées, sans origine, difficultés d’accès à des données mises à jour... On ne sait plus qui fait quoi ni où se trouve l’information que l’on cherche. Le temps et le nombre de personnes intermédiaires, nécessaires à la recherche d’une donnée sont un frein à la circulation de l’information. Ceci se vérifie dans tous les domaines, y compris le domaine médical. La mise en partage d’une information communiquée et temporalisée constitue un enjeu primordial. Notre étude des systèmes existants a permis de révéler trois limites principales qui accroissent la dispersion des informations d’un même domaine.

L’un des tout premiers freins réside dans le fait que les interfaces existantes ne correspondent ni à l’attente ni au fonctionnement des utilisateurs. Le deuxième problème réside dans le fait que certains systèmes ne sont pas communicants ce qui rend impossible une vue globale des informations reliées à un projet bien déterminé et finalement le troisième problème concerne l’accès à l’information qui nécessite l’accès à diverses sources d’informations. Ces dernières sont généralement hétérogènes, que ce soit au niveau syntaxique ou sémantique.

Des ontologies complexes contenant des milliers de termes sont créées pour résoudre les conflits sémantiques alors que le problème de la syntaxe et de la structure unique des données restent un problème difficile à résoudre. Notre contribution consiste principalement à faire coopérer les systèmes d’information hétérogènes. Nous proposons pour cela une architecture de médiation sémantique. Des métamétadonnes associées à des ontologies de domaine et de tâches y sont associées afin d’assurer une convergence des sources d’informations. Nous avons recours aux annotations et aux métadonnées qui facilitent la description de ces sources, afin d’établir des correspondances entre elles, résoudre des conflits et exploiter ensuite les données elles-mêmes. Le deuxième volet de notre contribution concerne un nouvel outil de visualisation graphique et chronologique. Ce système permet de tracer sur une ligne temporelle les informations relatives à un domaine pour n’apparaître à l’utilisateur dont il a besoin et ce qu’il est autorisé à consulter. On développe ces thèmes en les illustrant sur un terrain d'application qui présente de nombreux facteurs de complexité : les systèmes d'information de santé. Nos propositions ont été validées par le développement de deux prototypes : le prototype OR (Object Reconstruction) et le prototype Travel’In qui soulignent la faisabilité de notre approche.

Abstract
Information systems are in continuous development since their creation. Using these systems offers the possibility to information access and treatment. Although, the general operation is always the same: gathering non-described, unreferenced, and unoriginal data, as well as the difficulty in accessing updated data... We do not know where the searched information is, or who created it. The time and the number of intermediate persons...
that are necessary for data search, reduce the circulation of information. This is true in all domains including the medical domain. The communication of shared and temporal information remains an important problem. Our study on current systems showed three main limitations that increase the information dispersal on the same domain. The first problem is that the current interfaces do not correspond to user needs and work. The second problem is that some of information systems do not communicate. This makes impossible to generate an overall view of the information which are connected to the same project. Finally the third problem concerns the information access that requires the access to diverse resources. These last ones are generally heterogeneous within the syntax or semantic level. Complex ontologies containing thousands of terms are created to resolve the semantic conflicts. Nevertheless, the syntax and the unique data structure remain a difficult problem to be resolved. Essentially, our contribution consists in cooperating heterogeneous information systems. For this reason, we propose semantic mediation architecture. Domain meta-ontology and task metaontology are associated to assure the information sources convergence. We also use annotations and metadata that facilitate the information resources description in order to make correspondences between them, to resolve conflicts and finally to exploit the data themselves. The second part of our contribution concerns a new tool of graphic and chronological visualization. This system allows to represent on a temporal component the information related to a given domain, and also to show the needed and the authorized information to the user. We develop these proposals by illustrating them in an application domain that presents many complexity factors: medical information systems. Our proposals were validated throughout two prototypes development: the OR (Object Reconstruction) prototype and the Travel’In prototype.
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Résumé

De l’intégration des schémas de bases de données jusqu’à l’alignement d’ontologies, la problématique qui a suscité le plus de points ardus à résoudre cette dernière décennie est la recherche des correspondances (entre schémas de bases de données, XML ou ontologies). Mais aujourd’hui, il existe des centaines voire même des milliers de schémas disponibles sur le Web qui nécessitent d’être rassemblés, organisés et mis en correspondance. Cette profusion des données affecte aussi bien les processus de gestion des données que de mapping et de matching des données. Nous nous intéressons plus particulièrement au matching, qui est un processus qui vise à découvrir les correspondances sémantiques entre différents formats de données tels que les schémas, les ontologies, interfaces Web,… Plusieurs travaux de matching ont été proposés comme solution à la problématique de l’intégration des données. La plupart de ces travaux se sont focalisés sur le matching des schémas simples et de petite dimension (50-100 éléments). Cependant, dès que l’on passe à un contexte à large échelle, plusieurs problèmes se posent tels que des problèmes de performance en termes de temps d’exécution et de qualité des résultats. Les schémas e-Business par exemple, sont des schémas répartis sur plusieurs fichiers et leur taille varie d’une centaine à un millier d’éléments. L’objectif de notre travail est de relever le challenge du matching pour de tels schémas. En particulier, nous proposons une méthodologie de matching à large échelle, basée sur une approche hybride et structurée en trois phases (pré-matching, matching et post-matching), qui vise à optimiser le matching en s’appuyant notamment sur une phase préalable de prétraitement. Ce prétraitement se base sur des techniques d’analyse, de traitement linguistique des éléments des schémas et une approche de décomposition des schémas. La décomposition de schémas que nous proposons est une approche holistique qui consiste à diviser les schémas en sous schémas tout en identifiant ceux qui sont linguistiquement similaires. L’utilisation d’une telle approche nécessite des techniques qui passent à l’échelle et qui permettent un traitement d’un grand nombre de données en une seule fois. Pour cela, nous avons choisi d’utiliser une technique d’extraction d’arbres fréquents. La méthodologie proposée est supportée par une plateforme nommée PLASMA (P_latform for _LArge _Schema _MA_tching) que nous avons développée pour des besoins d’évaluation et d’expérimentations. Pour réaliser ces évaluations, nous avons défini une méthode d’évaluation et nous l’avons appliquée à l’évaluation de PLASMA. Nous avons pu ainsi démontrer grâce aux expérimentations réalisées que notre système offre des résultats fiables pour des schémas très volumineux et nombreux, et que grâce à la méthodologie mise au point, nous avons réussi à améliorer les performances du matching en temps d’exécution.
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Résumé

Les services Web ont émergé comme un support de développement et d’intégration d’applications ou de systèmes d’information. Dans ce cadre, les interactions entre deux applications consommateur et fournisseur, encapsulées par des services Web se font par échanges de messages. Ces échanges s’appuient sur la notion d’interfaces, qui décrivent les interactions dans lesquelles un service peut s’engager et les dépendances entre ces interactions. Dans le Web actuel, il arrive très fréquemment que de nombreux services répondent à un même ensemble de besoins fonctionnels. Ces services sont souvent offerts par le biais d’interfaces différentes. Des nombreuses raisons, telles que la panne du service fournisseur, peuvent amener un consommateur à substituer son fournisseur habituel par un autre fournisseur qui offre la même fonctionnalité. Cette substitution provoque des incompatibilités entre l’interface du service consommateur et celle du service fournisseur substitut. Cela est dû au fait que le service consommateur n’a pas été fait en fonction de ce nouveau service fournisseur. Les recherches que nous menons dans cette thèse visent à résoudre le problème des incompatibilités dans des interactions entre deux services consommateur et fournisseur substitut. En particulier, notre contribution s’étend, tant sur le plan théorique que sur le plan pratique. Il s’agit d’une part d’un canevas pour la génération automatique des adaptateurs des interactions entre deux services. D’autre part, nous proposons une architecture logicielle multicouche fournissant un cadre permettant une substitution transparente et flexible d’un service fournisseur par un autre service vis-à-vis du consommateur du premier. Dans notre canevas pour la génération automatique des adaptateurs, une modélisation des interfaces de services en des automates a été adoptée. Puis, une étape de détection des incompatibilités entre ceux-ci est réalisée. Ensuite, un adaptateur des interactions entre les deux services est généré automatiquement sur la base d’incompatibilités détectées. La génération de l’adaptateur est guidée par le modèle d’automates. Cela permet de modéliser l’adaptateur indépendamment de son implémentation cible, permettant ainsi une bonne réutilisation des modèles. Une fois généré, l’automate de l’adaptateur suffisamment détaillé est projeté sur la technologie CEP (Complexe Event Processing). Cette projection est réalisée à l’aide des composants cartouches (en anglais : Templates) que nous avons mis en ½uvre. Chaque cartouche étant conçue pour générer du code exécutable (en termes de requêtes continues) pour la technologie CEP. Notre architecture proposée pour la substitution de services Web s’intègre d’une part la notion de communauté de services, et d’autre part un progiciel nommé OSC (Open Service Connectivity). Une communauté de service est perçue comme un moyen d’exposer des descriptions communes d’un caractère fonctionnel désiré sans explicitement se référer à un service spécifique. L’OSC est un composant logiciel dont l’objectif est d’appliquer le principe de pilotes ODBC et JDBC dans un environnement à base de services Web. Plus précisément, il est responsable de gérer les interactions entre les consommateurs des communautés d’une part et les communautés d’autre part, en fournissant des fonctions permettant la sélection et la substitution de services. Mots clés : Services
Abstract

Web services have emerged as a support for development and integration of applications and information systems. In this context, the interactions between two consumer and supplier applications, encapsulated by Web services are done by exchanging messages. These exchanges are based on the concept of interfaces, which describe the interactions in which a service can handle and dependencies between these interactions. In the current Web, it is very often that many services meet the same set of functional requirements. These services are often delivered through different interfaces. For many reasons, such as failure of the service provider, the consumer has to replace his usual supplier with another supplier that offers the same functionality. This substitution leads to incompatibilities between the interfaces of the service consumer and new service provider. This is because the customer service was not been developed according to the new service provider. The research we conduct in this thesis aims to solve the problem of incompatibility in the interaction between two services; consumer and new provider. In particular, our contribution extends both in theory and in practice. It is a part of a framework for the automatic generation of adapters for interactions between two services. On the other hand, we propose a multi-layer software architecture providing a framework for transparent and flexible substitution of a service provider by another with respect to an existed consumer. In our framework for automatic generation of adapters, services interfaces modeling using automata has been adopted. Then, a step of detecting incompatibilities between them is achieved. After that, an adapter of the interactions between the two services is generated automatically based on the detected incompatibilities. The generation of the adapter is based on the automata model. The generated adapter automaton contains a sufficient detail for the projected technology CEP (Complex Event Processing). This projection is performed using components templates that are implemented by us. Each template is designed to generate executable code (in terms of continuous requests) for the CEP technology. Our proposed architecture for the substitution of integrated Web services is an approach for deploying communities of Web services. A community promotes the dynamic binding of Web services through software named OSC (Open Service Connectivity). A community service is seen as a way to expose common descriptions of a desired functionality without explicitly referring to a specific service. OSC is a software component whose objective is to apply the principle of ODBC and JDBC in an environment based on Web services. Specifically, it is responsible for managing interactions between communities of consumers on the one hand and communities on the other hand, providing functions for the selection and substitution of services. Keywords: Web, interface, substitution, structural and behavioral incompatibilities, detection, resolution, adapters, automata, CEP, community, OSC.
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Résumé

L’activité des organisations qui ont pour mission la mise en application de la législation est fondée sur l’analyse et la manipulation des textes réglementaires. Par ailleurs, au vu de la quantité massive d’information traitée au sein de ces organisations, le travail dépasse très largement les capacités humaines, les amenant à solliciter l’assistance du Système d’Information. Une des principales caractéristiques des textes réglementaires est que ceux-ci sont en perpétuelle évolution. Afin d’assurer la cohérence et la conformité des ressources de l’organisation, leur mise en oeuvre au sein du Système d'Information doit être réexaminée à chacune de ces évolutions. Pour cela nous proposons un modèle commun pour la mise en relation des textes réglementaires et des composantes du système d'information. Ce modèle commun est ensuite enrichi des mécanismes d’analyse des dépendances et d’étude d’impact permettant d’identifier et d’évaluer les conséquences d’une modification réglementaire sur les textes réglementaires et sur le système d’information.

Ces problématiques, issues du contexte de la Caisse Nationale des Allocations Familiales (Cnaf), n’ont toutefois pas été traitées uniquement en fonction du contexte spécifique de travail, mais bien en les considérant comme révélateurs d’une problématique plus large concernant de manière générale la gestion documentaire et la gestion des Systèmes d’Information. Ainsi ces propositions ont été validées lors de leur intégration dans le Système d'Information Documentaire de la Cnaf mais leur champ d’application peut être élargi à d’autres domaines.

Publications

Conférences nationales avec comité de lecture et actes

Edition scientifique d’ouvrages
Modèle multidimensionnel et OLAP sur architecture de grille
Pascal Wehrle

Soutenue le 05/01/2009 à l’INSA de Lyon

Jury
KOSCH Harald, Université de Passau, Rapporteurs
RAVAT Franck, Université de Toulouse
DARMONT Jérôme, Université Lyon 2, Rapporteurs
KOSCH Harald, Université de Passau,
MIQUEL Marvonne, INSA de Lyon,
MELAB Nouredine, Université Lille 1,
RAVAT Franck, Université de Toulouse,
TCHOUNIKINE Anne, INSA de Lyon

Résumé
Les entrepôts de données et les systèmes OLAP (OnLine Analytical Processing) permettent un accès rapide et synthétique à de gros volumes de données à des fins d’analyse. Afin d’améliorer encore les performances des systèmes décisionnels, une solution consiste en la mise en œuvre d’entrepôts de données sur des systèmes répartis toujours plus puissants. Les grilles de calcul en particulier offrent d’importantes ressources de stockage et de traitement. Le déploiement d’un entrepôt sur une infrastructure décentralisée de grille nécessite cependant l’adaptation du modèle multidimensionnel et des processus OLAP pour tenir compte de la répartition et de la réplication des données et de leurs agrégats. Nous introduisons un modèle d’identification des données de l’entrepôt réparti et une méthode d’indexation des données sous forme de blocs multidimensionnels. Cette structure d’index s’appuie sur des index spatiaux en X-tree et des treillis de cuboïdes, et permet la localisation des données matérialisées ainsi que des agrégats calculables sur les différents nœuds de la grille. Nous proposons une méthode de traitement de requêtes OLAP visant à construire un plan d’exécution optimisé à partir de la liste des blocs candidats contribuant au résultat de la requête. Enfin, nous définissons une architecture de services de grille GIROLAP (Grid Infrastructure for Relational OLAP), intégrée à l’intergiciel Globus, et déployée dans le cadre du projet GGM (Grille Géno-Médicales) de l’ACI « Masse de Données ».
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Département Image
Résumé
Dans cette thèse, nous nous intéressons à l'étude des capacités de la métaheuristique d’optimisation par colonie de fourmis (Ant Colony Optimization - ACO) pour résoudre des problèmes d’optimisation combinatoires multi-objectifs. Dans ce cadre, nous avons proposé une taxonomie des algorithmes ACO proposés dans la littérature pour résoudre des problèmes de ce type. Nous avons mené, par la suite, une étude expérimentale de différentes stratégies phéromonales pour le cas du problème du sac à dos multidimensionnel mono-objectif. Enfin, nous avons proposé un algorithme ACO générique pour résoudre des problèmes d’optimisation multi-objectifs. Cet algorithme est paramétré par le nombre de colonies de fourmis et le nombre de structures de phéromone considérées. Il permet de tester et de comparer, dans un même cadre, plusieurs approches. Nous avons proposé six variantes de cet algorithme dont trois présentent de nouvelles approches et trois autres reprennent des approches existantes. Nous avons appliqué et comparé ces variantes au problème du sac à dos multidimensionnel multi-objectifs. Après une étude comparative des différentes variantes suivant différentes métriques de performance, nous avons trouvé qu’une nouvelle variante proposée trouve globalement les meilleurs résultats. Cette variante utilise une idée relativement nouvelle puisqu'elle utilise une seule colonie de fourmis et une structure de phéromone pour chaque objectif, et les fourmis considèrent aléatoirement à chaque étape de construction un objectif à optimiser.
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Résumé
L’émergence des données numériques multimédia ne cesse d’augmenter. L’accès, le partage, le stockage et la recherche de ces données sont devenus des besoins réels et les problématiques sont nombreuses et variées. Afin de rendre cette masse d’information facilement exploitable pour tout utilisateur, il est nécessaire de disposer de techniques d’indexation et de recherche rapides et efficaces. Mes travaux de thèse s’inscrivent dans le domaine des données multimédia et plus précisément des images fixes. L’objectif principal est de développer une méthode performante d’indexation et de recherche des plus proches voisins (PQV) qui soit adaptée à la recherche d’image par le contenu et aux propriétés des descripteurs d’images (grand volume, grande dimension, hétérogénéité, etc.). Il s’agit d’une part, d’apporter des réponses aux problèmes de passage à l’échelle et de la malédiction de la dimension et d’autre part de traiter les problèmes de mesure de similarité qui se posent, et qui sont liés à la nature des données manipulées. Notre première proposition consiste en l’utilisation d’une structure d’indexation multidimensionnelle basée sur l’approximation ou filtrage, par une amélioration de la méthode RA-Blocks. Elle repose sur un algorithme de découpage de l’espace de données qui améliore notablement la capacité de stockage de l’index ainsi que le temps de la recherche. Dans une deuxième temps, nous proposons une méthode d’indexation multidimensionnelle adaptée à des données hétérogènes (couleur, texture, forme). Notre méthode combine une technique non linéaire de la réduction de la dimension à une structure d’indexation multidimensionnelle basée sur l’approche approximation. Cette combinaison permet de répondre à travers, un formalisme unique, aux différents verrous que nous nous sommes fixés de lever.
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Résumé
Avec plus de 900 000 nouveaux cas chaque année chez les hommes et 330 000 chez les femmes, le cancer du poumon est actuellement l’un des cancers les plus répandus dans le monde. La majorité des patients atteints de ce cancer subiront un traitement par radiothérapie. La radiothérapie ainsi que l’hadronthérapie nécessitent un contrôle précis sur la position du volume tumoral durant le traitement, afin d’éviter l’irradiation des tissus sains. Lorsque la tumeur se trouve sur un organe en mouvement, la difficulté majeure est de cibler la tumeur pendant le traitement. Ce facteur limitant est particulièrement marqué dans le cas des tumeurs pulmonaires, ce qui explique les résultats cliniques encore insatisfaisants. Les stratégies actuelles utilisées en clinique, permettant de prendre en compte le mouvement de la tumeur au cours de la respiration, présentent toutes des inconvénients majeurs. Par exemple, certaines consistent à augmenter les marges d’irradiation ce qui entraîne un dépôt de dose important sur les tissus sains avoisinants, d’autres, vont consister à suivre des implants positionnés dans la tumeur ce qui rend la thérapie très invasive et enfin, certaines vont irradier la tumeur à un instant précis du cycle respiratoire, faisant ainsi l’hypothèse contestée d’une reproductibilité du mouvement tumoral au cours du cycle respiratoire. Notre objectif est de mettre en place un modèle biomécanique des poumons et de leur environnement afin de prédire la position de la tumeur à partir de paramètres mesurables directement en externe tels que la quantité d’air inspirée ou encore le mouvement de la surface externe de la peau. Ce modèle s’appuie sur les données anatomiques du patient (géométriques, physiologiques et biomécaniques) et permet de reproduire la variabilité du mouvement respiratoire de façon non-invasif. La variabilité du mouvement pulmonaire s’expliquant, en particulier, par l’action assez indépendante des muscles intercostaux et du diaphragme lors de la respiration, le modèle biomécanique développé au cours de cette thèse comprend la modélisation de ces éléments anatomiques. Des études sur la cinématique des côtes ainsi que sur le mouvement du diaphragme et le comportement des tissus mous ont été menées et ont permis, par la suite, d’établir un modèle de l’environnement pulmonaire précis et personnalisé. Le rôle important de la plèvre lors de la respiration a été démontré et celle-ci a donc été intégrée au modèle biomécanique du système respiratoire. Les simulations ont été réalisées à l’aide d’un logiciel de calcul par éléments finis et une relation entre le mouvement externe de la peau et le mouvement interne des côtes et donc des poumons a pu être établie. Mots clés : traitements oncologiques, anatomie, traitements d’images médicales, méthode des éléments finis, cinématique des côtes, rôle de la plèvre
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Résumé

La Gazette de Leyde est un journal politique parmi les plus influents du XVIIIème siècle et représente un corpus de plus de 140 000 pages réparti sur plus d’un siècle de parution. Le projet de numérisation, valorisation et exploitation a été monté en collaboration avec les chercheurs en Sciences Humaines de l’UMR LIRE, son objectif était la meilleure utilisation des potentiels des STIC pour améliorer leur travail (d'historiens) et répondre à leurs besoins. Permettre une navigation rapide et intelligente dans le corpus de la Gazette de Leyde est apparu comme le défi à relever en priorité. Dans cet objectif nous avons travaillé sur les structures physique et logique (mise en page, typographie) en exploitant notamment les particularités du style des mots et des titres des articles. Cette démarche nous a permis de faire la différenciation entre les styles italique et romain. Couplée à l’élaboration d’une technique de repérage des titres de rubriques, (qui reposait sur leur typographie et placement dans les colonnes de texte), elle nous a conduit à la création automatique d’un index intelligent de la Gazette de Leyde, en mode image. La seconde partie de cette thèse consiste en une étude de faisabilité de l’adaptation de la méthode de Transcription Assistée par Ordinateur qui se présente comme une alternative aux logiciels commerciaux O.C.R, inefficaces sur les documents anciens plus ou moins bien conservés. La transcription consiste à regrouper les caractères en classes par similarité de formes. Ces classes seront ensuite étiquetées par un spécialiste du document ce qui conduit à un résultat de bonne qualité.

Abstract

The Gazette of Leyde is a political newspaper among the most influential from the eighteenth century. It consists of a corpus containing over 140 000 pages spread over a century of publication. The project of digitization, development and exploitation has been planed in collaboration with Humanities researchers from the UMR LIRE. The goal of this project was to derive the best of CSIT’s potential in order to improve historians’ work and to meet their needs better. Being able to perform quick and intelligent surfing across the corpus of the Gazette of Leyde has become a high-priority challenge. For that reason, we have worked on the gazette’s physical and logical structures (layout, typography) by exploiting the words style and titles of articles particularities. This enabled us to create a method to differentiace between the Roman and italic styles. Coupled with the development of a technique for identifying the titles of articles, (based on typography and their placement in the columns of text), it has led to the automatization of the creation of an intelligent index of the Gazette of Leyde in image mode. The second part of the thesis consists in a feasability study for the development of a method of computer-aided transcription of the text. We are developing this method as an alternative to the commercial OCR software which is inefficient for old documents more or less well preserved. The transcript consists in grouping characters into classes of similar
shapes. These classes are then labeled by a specialist of that document. The present method leads to good quality results.
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Résumé
Ce travail de thèse s’inscrit dans le cadre du développement de systèmes de vision industrielle pour le tri automatique de documents et de courriers d'entreprises. Ces systèmes sont par nature très exigeants en temps de traitement mais aussi en justesse et précision des résultats. Les systèmes actuels sont composés, pour la plupart, de modules séquentiels exigeant des algorithmes efficaces et rapides tout au long de la chaîne des traitements, depuis les étapes de bas niveau jusqu’aux étapes de niveau supérieur d’analyse fine et de reconnaissance des contenus. Les architectures existantes, dont nous avons balayé les spécificités dans les trois premiers chapitres de la thèse, présentent des faiblesses qui se traduisent par des erreurs de lecture et des rejets que l’on impute encore trop souvent aux OCR. Or, les étapes responsables de ces rejets et de ces erreurs de lecture sont les premières à intervenir dans le processus, à savoir celles de segmentation et de localisation de zones d’intérêt ; ces deux étapes qui s’impliquent mutuellement conditionnent les performances des systèmes et le rendement des chaînes de tri automatique. Nous avons ainsi choisi porter notre contribution sur les aspects inhérents à la segmentation des images de courriers et la localisation de leurs régions d’intérêt (comme la zone d’adresse) en investissant une nouvelle approche pyramidale de modélisation par coloration hiérarchique de graphes ; à ce jour, la coloration de graphes n’a jamais été exploitée dans un tel contexte. Elle intervient dans notre contribution à toutes les étapes d’analyse de la structure des documents ainsi que dans la prise de décision pour la reconnaissance (reconnaissance de la nature du document à traiter et reconnaissance du bloc adresse). La partie de reconnaissance a été conçue autour d’un apprentissage traité à l’aide d’un modèle unique portant sur la b-coloration de graphe. Notre architecture a été conçue pour réaliser essentiellement les étapes d’analyse de structures et de reconnaissance en garantissant une réelle coopération entre les différents modules d’analyse et de décision. Elle s’articule autour de trois grandes parties : une partie de segmentation bas niveau (binarisation et recherche de connexités), une partie d’extraction de la structure physique par coloration hiérarchique de graphe et une partie de localisation de blocs adresse et de classification de documents. Les algorithmes impliqués dans le système ont été conçus pour leur rapidité d’exécution (en adéquation avec les contraintes de temps réels), leur robustesse, et leur compatibilité. Les expérimentations réalisées dans ce contexte sont très encourageantes et offrent également de nouvelles perspectives à une plus grande diversité d’images de documents.

Abstract
This thesis deals with the development of industrial vision systems for automatic business documents and mail sorting. These systems need very high processing time, accuracy and precision of results. The current systems are most of time made of sequential modules needing fast and efficient algorithms throughout the processing line: from low to high level stages of analysis and content recognition. The existing architectures
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that we have described in the three first chapters of the thesis have shown their weaknesses that are expressed by reading errors and OCR rejections. The modules that are responsible of these rejections and reading errors are mostly the first to occur in the processes of image segmentation and interest regions location. Indeed, theses two processes, involving each other, are fundamental for the system performances and the efficiency of the automatic sorting lines. In this thesis, we have chosen to focus on different sides of mail images segmentation and of relevant zones (as address block) location. We have chosen to develop a model based on a new pyramidal approach using a hierarchical graph coloring. As for now, graph coloring has never been exploited in such context. It has been introduced in our contribution at every stage of document layout analysis for the recognition and decision tasks (kind of document or address block recognition). The recognition stage is made about a training process with a unique model of graph b-coloring. Our architecture is basically designed to guarantee a good cooperation between the different modules of decision and analysis for the layout analysis and the recognition stages. It is composed of three main sections: the low-level segmentation (binarisation and connected component labeling), the physical layout extraction by hierarchical graph coloring and the address block location and document sorting. The algorithms involved in the system have been designed for their execution speed (matching with real time constraints), their robustness, and their compatibility. The experimentations made in this context are very encouraging and lead to investigate a wider diversity of document images.
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Résumé
Les réseaux de télécommunication actuels offrent une interconnexion généralisée de terminaux dont les capacités de calculs et de mémoire évoluent sans cesse. De nouveaux comportements émergent face à une information devenue pervasive. L'utilisateur n'est plus passif, ni unique, c'est un acteur local du traitement de l'information. Une interface doit prendre en considération la variété des modes d'accès et d'usages qui conditionnent la présentation de tout contenu. La présentation de l'information se situe au carrefour de trois grands domaines indissociables : l'acquisition et le traitement du signal, l'ingénierie des données et des connaissances, l'interaction homme machine. Ce thème pluridisciplinaire, très proche du document numérique nous permet de comprendre et prévoir nos manières d'appréhender l'information numérique. Nous y retrouvons des sujets tels que la qualité de la numérisation et son évaluation. Cette thèse présente un socle théorique identifiant les problèmes posés par la communication numérique dans le contexte évoqué. Les éléments de solutions sont présentés par des réalisations techniques innovantes sur la reconnaissance de mots et la distance entre informations. Ces applications, issues des théories de la complexité et de la cybernétique, ont pour caractéristiques remarquables leur simplicité algorithmique face à la complexité des problèmes traités, et leur facilité d'appropriation par un utilisateur totalement inclus dans la boucle de traitement.

Abstract
The current telecommunications networks offer a generalized interconnection of terminals whose computing and memory capacities are changing constantly. New behaviours emerge about addressing information which has become pervasive. The user is no more passive, or unique, he is a local body of information processing. An interface must take into consideration the variety of access methods and practices that shape the presentation of content. Information presentation is at the crossroads of three major interrelated areas: acquisition and signal processing, engineering data and knowledge, human computer interaction. This multidisciplinary subject, very close to the digital document allows us to understand and predict the way we understand digital information. We find such topics as quality of scanning and its assessment. This thesis presents a theoretical foundation identifying the problems of digital communication in the context mentioned. The elements of solutions are presented through innovative technical achievements on the characters and words recognition, and distance information. These applications, from theories of complexity and cybernetics, are remarkable features with their algorithmic simplicity given the complexity of problems addressed, and ease of ownership by a user fully included in the loop.
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Résumé
Dans le domaine du traitement des images de documents, l’analyse des formes d’écritures manuscrites est une problématique encore peu abordée et plus particulièrement pour les manuscrits du Moyen Âge.
Cette thèse a pour objet l’élaboration de méthodologies d’analyse permettant de décrire et de comparer les écritures manuscrites anciennes, méthodologies d’analyse globale ne nécessitant pas segmentation.
Elle propose de nouveaux descripteurs robustes basés sur des statistiques d’ordre 2, la contribution essentielle reposant sur la notion de cooccurrence généralisée qui mesure la loi de probabilité conjointe d’informations extraites des images ; c’est une extension de la cooccurrence des niveaux de gris, utilisée jusqu’à présent pour caractériser les textures qui nous a permis d’élaborer diverses cooccurrences, spatiales relatives aux orientations et aux courbures locales des formes, paramétriques qui mesurent l’évolution d’une image subissant des transformations successives.
Le nombre de descripteurs obtenu étant très (trop) élevé, nous proposons des méthodes conçues à partir des plus récentes méthodes d’analyse statistique multidimensionnelle de réduction de ce nombre. Ces démarches nous ont conduit à introduire la notion de matrices de cooccurrences propres qui contiennent l’information essentielle permettant de décrire finement les images avec un nombre réduit de descripteurs.
Dans la partie applicative nous proposons des méthodes de classification non supervisées d’écritures médiévales.
Le nombre de groupes et leurs contenus dépendent des paramètres utilisés et des méthodes appliquées.
Nous avons aussi développé un moteur de recherche d’écritures similaires.
Dans le cadre du projet ANR-MCD GRAPHEM, nous avons élaboré des méthodes permettant d’analyser et de suivre l’évolution des écritures du Moyen Âge.
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Résumé
Les méthodes de compression progressives sont désormais arrivées à maturité (les taux de compression
sont proches des taux théoriques) et la visualisation interactive de maillages volumineux est devenue une
réalité depuis quelques années. Cependant, même si l’association de la compression et de la visualisation
est souvent mentionnée comme perspective, très peu d’articles traitent réellement ce problème, et les
fichiers créés par les algorithmes de visualisation sont souvent beaucoup plus volumineux que les originaux.
En réalité, la compression favorise une taille réduite de fichier au détriment de l’accès rapide aux données,
alors que les méthodes de visualisation se concentrent sur la rapidité de rendu : les deux objectifs
s’opposent et se font concurrence. A partir d’une méthode de compression progressive existante
incompatible avec le raffinement sélectif et interactif, et uniquement utilisable sur des maillages de taille
modeste, cette thèse tente de réconcilier compression sans perte et visualisation en proposant de
nouveaux algorithmes et structures de données qui réduisent la taille des objets tout en proposant une
visualisation rapide et interactive. En plus de cette double capacité, la méthode proposée est out-of-core et
peut traiter des maillages de plusieurs centaines de millions de points. Par ailleurs, elle présente l’avantage
de traiter tout complexe simplicial de dimension n, des soupes de triangles aux maillages volumiques. Mots
clés : Compression sans perte, Visualisation interactive, Maillages volumineux, Out-of-core

Abstract
Progressive compression methods are now mature (obtained rates are close to theoretical bounds) and
interactive visualization of huge meshes has been a reality for a few years. However, even if the
combination of compression and visualization is often mentioned as a perspective, very few papers deal
with this problem, and the files created by visualization algorithms are often much larger than the original
ones. In fact, compression favors a low file size to the detriment of a fast data access, whereas visualization
methods focus on rendering speed; both goals are opposing and competing. Starting from an existing
progressive compression method incompatible with selective and interactive refinements and usable on
small-sized meshes only, this thesis tries to reconcile lossless compression and visualization by proposing
new algorithms and data structures which radically reduce the size of the objects while supporting a fast
interactive navigation. In addition to this double capability, our method works out-of-core and can handle
meshes containing several hundreds of millions vertices. Furthermore, it presents the advantage of dealing
with any n-dimensional simplicial complex, which includes triangle soups or volumetric meshes. Keywords :
Lossless compression, Interactive visualization, Large meshes, Out-of-core
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Résumé
Les images de traits, et plus spécifiquement les images d’écritures manuscrites, ont des contenus souvent hétérogènes et nécessitent des méthodes spécifiques d’analyse pour être exploitées. Dans cette thèse, nous proposons la mise au point d’une approche de caractérisation des écritures manuscrites basée sur la transformée en ondelettes géométriques non-adaptatives que sont les Curvelets. Nous validons cette caractérisation dans différents cadres applicatifs de l’analyse d’images de documents. Les Curvelets ont été choisies pour leur propriété de bonne localisation des objets anisotropes et leur analyse directionnelle multi-échelle. Elles permettent l’extraction de deux primitives essentielles des écritures que sont l’orientation et la courbure à des niveaux d’échelles variables. Ces primitives sont rassemblées dans une matrice d’occurrences pour constituer la signature d’une écriture. Cette dernière est utilisée comme vecteur de caractéristiques dans une application de recherche d’images par le contenu. Nous proposons également une évaluation de la similitude locale entre formes plus petites, quelles qu’elles soient, où seule la primitive orientation est utilisée. Enfin, dans le cadre d’une spécialisation de notre méthode au corpus d’images fournis par le projet ANR Graphem, nous proposons la définition d’un indice de similitude, produit à partir d’échanges entre les partenaires de ce projet, qui tente de tirer partie des propriétés communes des écritures tout en essayant de prendre en compte leurs différences et leurs spécificités. Cette prise en compte, pondérable par l’utilisateur, permet une exploitation avancée des écritures du Moyen-Âge.

Abstract
Images of strokes, especially handwriting documents images, are often composed of heterogeneous contents and require specific methods of analysis to be exploited. In this thesis, we propose the development of a characterization of handwritings based on a non-adaptive geometrical wavelet transform which is the Curvelets transform. We validate this characterization in different application frameworks of document images analysis. The Curvelets were chosen for their property of good localization of anisotropic objects and their directional multi-scale analysis. We can extract from those two essential primitives which are orientation and curvature at varying levels of scales. These primitives are gathered in a matrix of occurrences to form the signature of a handwriting. The latter is used as a features' vector in an content based image retrieval application. We also propose an evaluation of local similarity between the smaller forms, whatever they are, where the only primitive used is orientation. Finally, as part of a specialization of our method to the corpus of images provided by the ANR project Graphem, we propose the definition of a similarity index, generated from trade between partners in this project, which attempts to use common properties of handwritings while trying to address their differences and their characteristics. This consideration, weighted by the user, allows an advanced exploitation of medieval handwritings.
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Résumé
Dans cette thèse, nous nous intéressons à l’acquisition automatique de mouvements 3D de personnes. Cette opération doit être réalisée sans un équipement spécialisé (marqueurs ou habillage spécifique), pour rendre son utilisation générale, sous la contrainte du temps réel. Cette condition est nécessaire pour permettre des applications interactives. Pour répondre à ces questions, nous sommes amenés à traiter de la reconstruction et l'analyse de la forme 3D. Concernant le problème de reconstruction 3D en temps réel d'entités en mouvement à partir de plusieurs vues, les approches existantes font souvent appel à des calculs complexes incompatibles avec la contrainte du temps réel. Les approches du type \( \text{SFS} \) offrent un compromis intéressant entre efficacité algorithmique et précision. Ces dernières utilisent les silhouettes issues de chaque caméra pour proposer un volume englobant des objets. Cependant elles nécessitent un environnement particulièrement contraint, dont le placement minutieux des caméras. Les travaux présentés dans ce manuscrit généralisent l'utilisation des approches SFS à des environnements peu contrôlés. Ils s'appuient sur le domaine de visibilité de chaque caméra, et relaxent les contraintes de leur placement. L'introduction de critères géométriques réduit la quantité d’artefacts générés. Enfin une mesure de confiance sur l’existence de chaque point 3D compense les erreurs d’extraction de silhouette. Les principales méthodes d'acquisition de mouvements sans marqueur s’appuient sur une modélisation paramétrique du corps. L’acquisition du mouvement revient à déterminer les paramètres offrant la meilleure corrélation entre le modèle et la reconstruction 3D. Nous proposons des méthodes qui offrent la précision requise et le temps réel. En premier lieu nous présentons deux approches construites sur l'extraction de la structure topologique de la forme 3D. Ces premières approches temps réel, restent sensibles aux erreurs induites par l'utilisation d'un faible nombre de caméras. Pour augmenter la robustesse, nous nous appuyons sur un marquage naturel des extrémités du corps : la peau. Couplé à un suivi temporel par filtre de Kalman, à un recalage d'objets géométriques simples (ellipsoïdes, sphères, etc.), nous proposons un système temps réel, offrant une erreur de l'ordre de 6%. Celui-ci acquiert le mouvement d'une personne en temps réel à partir de deux vues. De par sa robustesse, il permet le suivi simultané de plusieurs personnes, même lors de contacts. Les résultats obtenus ouvrent des perspectives à un transfert vers des applications grand public.
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Résumé
La classification d’images par le contenu visuel est un domaine particulièrement actif et difficile de l’analyse d’images. En n’imposant aucune restriction sur les images traitées, on se retrouve en effet face à un contenu qui peut être composite, ambigu et qui plus est acquis dans de mauvaises conditions. Aussi difficile qu’elle puisse paraître, cette activité pose pourtant très rarement des problèmes à un être humain qui, quelle que soit la complexité de l’image d’origine, parvient toujours très rapidement à une décision. Idéalement un système d’indexation automatique devrait permettre de rechercher des concepts dans une image hétérogène et de savoir détecter leur présence comme leur absence de manière non-mutuellement-exclusive. Notre objectif a d’abord été de nous inspirer de la performance de la classification humaine pour en tirer des procédés d’analyse nous mettant dans de bonnes conditions pour nous acquitter de cette tâche. Nous avons également déterminé des caractéristiques de forme pertinentes pour nous assister dans la tâche de classification. Enfin nous avons développé une classification efficace qui puisse s’adapter à ces conditions difficiles. Les contributions de cette thèse portent sur les informations extraites de l’image, le procédé d’extraction ainsi que sur leur utilisation pour accéder à un verdict de classification. Notre première contribution concerne les informations extraites de l’image. En nous inspirant des principes de la perception humaine, nous voulons exploiter le fait que les informations les plus importantes sont des informations singulières au sein d’une image. Ainsi nous basons notre descripteur de forme sur des segments, information visuellement bien plus significative que les gradients traditionnellement utilisés. Différentes formes de descripteurs sont explorées dans l’optique d’une classification globale (type d’image) comme d’une recherche d’objets visuels. Notre seconde contribution porte sur la réduction du nombre de couleurs au sein d’une image le but est de simplifier sans endommager l’information de couleur afin de pouvoir l’exploiter ultérieurement de manière efficace. En particulier le but est ici de permettre une segmentation efficace de l’image par clustering qui, sans réduction préalable, porterait sur des dizaines de milliers de couleurs. Pour éviter d’endommager l’image, nous avons utilisé la théorie de l’information afin de quantifier l’information qu’apportait une couleur par rapport aux autres. Ceci nous permet ainsi de repérer et de sélectionner des couleurs perceptuellement importantes car singulières. Notre troisième contribution est la continuation logique de la précédente : il s’agit d’un algorithme de segmentation d’image en régions de couleur homogène. Il s’agit d’un procédé en trois étapes. On effectue une réduction préalable du nombre de couleurs ainsi qu’un filtrage visant à améliorer sa robustesse. On effectue ensuite une détection rapide d’un nombre idéal de couleurs quantifiées suivi par une quantification par le procédé présenté dans le précédent paragraphe. Enfin nous opérons une séparation des régions spatialement disjointes et une fusion des régions trop petites ou trop proches de leurs voisines. Cet algorithme a pour principaux atouts sa robustesse et sa capacité à produire des régions de taille importantes à partir desquelles on peut envisager d’extraire des caractéristiques visuelles. Notre quatrième contribution est une
synthèse des précédentes : nous intégrons les éléments développés dans un système de classification automatique. Nous partons du constat que l’étude de la perception humaine suggère d’une part une domination de la perception globale sur la perception locale et d’autre part met en relief l’importance des relations entre différentes parties d’une image. Nous choisissons donc constituer une plateforme de classification se basant sur des informations extraites à partir de régions déterminées par notre algorithme de segmentation. Nous utilisons nos caractéristiques basées sur des segments, complétées par des caractéristiques visuelles obtenues à partir de descripteurs existants (couleur, texture…) auxquelles nous ajoutons des informations provenant des régions voisines. Ces informations, collectées sur des images d’entraînement, sont fusionnées pour la constitution d’un "vocabulaire visuel". Toute image est ensuite exprimée à partir de ce vocabulaire et peut dès lors être classée en utilisant un procédé d’apprentissage supervisé.

Abstract

Image indexing based on visual content is an especially active and challenging field in image processing. Without any restriction on processed images, we indeed face contents which may be heterogeneous, ambiguous and also acquired in poor conditions. As difficult as it may appear, most of the time, this activity poses very few problems to human beings who always reach a quick classification decision, whichever the complexity of the original image. An automated indexing system should, ideally, allow searching for concepts within a heterogeneous image and being able to detect their presence as well as their absence in a non-mutually exclusive way. Our first objective was to draw means of processing information from human perception which would put us into good conditions to make a successful classification. We also devised efficient shape features to help us in this classification task. Finally, we developed an efficient classification process that could adapt to these difficult conditions. The contributions of this thesis are about the basic features extracted from the image, the extraction process itself as well as the classification process itself. Our first contribution is related to the information extracted from the image. The principles of human perception lead us to look for singular information as it is deemed as perceptually more important. As a consequence, we based our shape descriptor on line segments which are visually more significant than the usually used gradient values. Several feature structures are proposed aiming both at global classification (type of the image) and visual object categorization. Our second contribution is about image color reduction; its purpose is to simplify color information without damaging it in order to use it more efficiently. More specifically, our purpose here is to allow efficient color clustering which would otherwise involve tens of thousands of colors. To avoid damaging the original image, we used information theory in order to quantify the amount of information provided by a color compared to the others. This allows us to identify and select singular and therefore perceptually important colors. Our third contribution is in direct continuation of the previous one: it consists in a color based image segmentation algorithm. It is a three-step process. We first reduce the number of colors and enhance robustness to noise through filtering. We then determine an ideal number of quantized colors followed by the quantization itself using the process introduced in the previous paragraph. We finally separate regions which are not spatially connected and merge regions that are either too small or too similar to their neighbors. This algorithm’s assets are mainly its robustness as well as its ability to produce large coarse regions from which we can extract visual features. Our fourth contribution is a synthesis of the previous ones: we integrate the elements we devised into an automated classification system. Basing on the study of human perception, we observe the precedence of global perception over local perception as well as the importance of the relationship between neighboring parts of an image. We therefore chose to build a classification platform built from information extracted from coarse regions provided by our segmentation algorithm. We use our line segment features combined to other visual characteristics provided by existing features (such as color, texture…) to which we add information from neighboring regions. This information, collected on a training set, is gathered to build a "visual vocabulary". All images are then described through this vocabulary and can be therefore classified using a supervised learning process.
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Résumé
En reconnaissance de formes, le codage de l’information extraite des données est une étape décisive, et l’utilisation de structures semble être le choix le plus pertinent, leur puissance de représentation semblant illimitée. Cependant, le codage sous forme de vecteurs de caractéristiques numériques offre l’avantage de permettre, par la suite, l’utilisation de nombreux algorithmes efficaces développés spécifiquement pour la classification de vecteurs numériques dans des disciplines connexes à la reconnaissance de formes (apprentissage automatique, inférence statistique...). De ce constat est né un champ de recherche dédié à la caractérisation statistique des espaces de structures. Les travaux les plus notables dans cette catégorie sont ceux basés sur la topologie induite par la distance d’édition. Cette approche se voit cependant assujettie à des problèmes de complexité qui pourraient théoriquement s’avérer insurmontables dans le paradigme calculatoire actuel. Parallèlement, ont vu le jour un ensemble de travaux basés sur une transformation des structures sous forme de vecteurs numériques. Le problème des méthodes proposées jusqu’à présent dans cette philosophie est le manque de pouvoir caractéristique, dans l’espace structuré initial, des informations extraites dans l’espace vectoriel. Enfin, les probabilités sont un paradigme largement utilisé pour la classification de données structurées, via la modélisation de distribution de structures au moyen de machines à états, ou autres graphes aléatoires, et l’utilisation massive du classifieur par maximisation de vraisemblance. Dans cette thèse, outre le passage en revue des méthodes précitées, nous nous concentrons sur le traitement probabiliste d’ensembles de structures discrètes. Nous proposons plus particulièrement la traduction aux espaces structurés de critères permettant de définir les notions statistiques d’uniformité et de normalité de lois de probabilités. Nous proposons également une réflexion sur la définition de variables aléatoires de structures à valeurs dans un espace vectoriel, avec pour perspective la possibilité d’application, dans le domaine structuel, du théorème central limite, résultat d’importance fondamentale en théorie des probabilités et statistique. D’un point de vue applicatif, nous évaluons les apports d’une partie de nos travaux pour la résolution de problèmes typiques en reconnaissance de formes, à savoir la classification de séquences d’ADN et la classification d’images de chiffres dessinés à la main. Nous utilisons le classifieur par maximisation de vraisemblance, en estimant la distribution de chaque classe par une loi normale de chaînes, telle que définie dans la partie théorique de cette thèse. Une conclusion négative tirée des expérimentations est notre manque de compétitivité vis-à-vis des méthodes les plus performantes sur chaque problème, notamment celles profitant de l’apport de connaissance experte biologique dans le cas des séquences d’ADN. Cependant, ce point nous donne des idées de perspectives de travail visant à améliorer notre classifieur, comme par exemple le fait de se concentrer plus sérieusement sur la phase d’apprentissage de la fonction de coût, trop simpliste dans cette thèse. Pour ce qui est du point positif, nous montrons qu’il est possible d’améliorer les résultats obtenus par les classifieurs basés sur la distance d’édition, très utilisée en reconnaissance de formes structurelle.
Notre classifieur obtient des résultats honorables même lorsque la fonction de coût n'est pas très appropriée au problème, ce grâce à l'apport du cadre probabiliste qui permet de se détacher en partie de l'influence de cette fonction. Ce n'est pas le cas pour le classifieur à la plus proche médiane et le classifieur aux $k$ plus proches voisins, qui échouent fortement lorsqu'ils sont basés sur la distance d'édition selon la même fonction de coût.

**Abstract**

In pattern recognition, the coding of information extracted from the data is a decisive phase, and the use of structures seems to be the most pertinent choice, since their representative power seems to be unlimited. However, the coding in the form of numeric feature vectors offers the advantage of enabling, in the sequel, the use of numerous efficient algorithms specifically developed for the classification of numeric vectors in fields connected to pattern recognition (machine learning, statistical inference ...). From this observation was born a research field devoted to the statistical characterization of structure spaces. The most notable works in this category are the ones based on the topology induced by the edit distance. This approach is yet subject to complexity problems that could theoretically be unsolvable within the current computational paradigm. At the same time have been developed a set of works based on a transformation of structures into numeric vectors. The problem of the methods proposed as yet within this philosophy is the lack of characteristic power, in the initial structure space, of information extracted in the vector space. Finally, probabilities are a widely used paradigm for the classification of structured data, via the modelling of distributions of structures by the way of state machines, or other random graphs, and a massive use of the maximum likelihood classifier. In this thesis, in addition to reviewing the precited methods, we concentrate on the probabilistic processing of sets of structures. We propose more particularly the translation to structure spaces of criteria enabling to define the statistical notions of uniformity and normality of probability laws. We propose as well a reflection on the definition of structural random variables taking their values in a vector space, having in prospect the possibility of applying, in the structural domain, the central limit theorem, a fundamentally important result in probability theory and statistics. From an applicative point of view, we evaluate the contribution of a part of our work for the resolution of typical problems in pattern recognition, namely the classification of DNA sequences and the classification of images of handwritten digits. We use the maximum likelihood classifier, estimating the distribution of each class by a Gaussian distribution, as defined in the theoretical part of this thesis. A negative conclusion drawn from these experimentations is our lack of competitiveness regarding the most reliable methods on each problem, in particular the ones that take advantage of biological expert knowledge in the case of DNA sequences. However, this point gives us insights for a future work aiming at improving our classifier, such as the need to concentrate more seriously on the cost function learning phase, that is too simplistic in this thesis. As for the positive point, we show that it is possible to improve the results obtained by the classifiers based on the edit distance, widely used in structural pattern recognition. Our classifier obtains honourable results even when the cost function is not well adapted to the problem, this thanks to the contribution of the probabilistic framework that reduces the influence of this function. This is not the case for the nearest median classifier and the $k$ nearest neighbors classifier, both of them hardly failing when being based on the edit distance with respect to the same cost function.
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Résumé
Le travail de thèse que nous présentons s’articule autour de l’utilisation de caméras motorisées à trois degrés de liberté, également appelées caméras PTZ. Ces caméras peuvent être pilotées suivant deux angles. L’angle de panorama permet une rotation autour d’un axe vertical et l’angle de tangage permet une rotation autour d’un axe horizontal. Si, théoriquement, ces caméras permettent donc une vue omnidirectionnelle, elles limitent le plus souvent la rotation suivant l’angle de panorama mais surtout suivant l’angle de tangage. En plus du pilotage des rotations, ces caméras permettent également de contrôler la distance focale permettant ainsi un degré de liberté supplémentaire. Par rapport à d’autres modèles, les caméras PTZ permettent de construire un panorama - représentation étendue d’une scène construite à partir d’une collection d’images - de très grande résolution. La première étape dans la construction d’un panorama est l’acquisition des différentes prises de vue. A cet effet, nous avons réalisé une étude théorique permettant une couverture optimale de la sphère à partir de surfaces rectangulaires en limitant les zones de recouvrement. Cette étude nous permet de calculer une trajectoire optimale de la caméra et de limiter le nombre de prises de vues nécessaires à la représentation de la scène. Nous proposons également différents traitements permettant d’améliorer sensiblement le rendu et de corriger la plupart des défauts liés à l’assemblage d’une collection d’images acquises avec des paramètres de prises de vue différents. Une part importante de notre travail a été consacrée au recalage automatique de l’ensemble caméra et miroir. Enfin, nous proposons deux applications de suivi d’objets en mouvement issues de nos travaux de recherche. La première appli-
meridian line. Theoretically, these cameras can cover an omnidirectional field of vision of 4psr. Generally, the panorama angle and especially the tilt angle are limited for such cameras. In addition to control of the orientation of the camera, it is also possible to control focal distance, thus allowing an additional degree of freedom. Compared to other material, PTZ cameras thus allow one to build a panorama of very high resolution. A panorama is a wide representation of a scene built starting from a collection of images. The first stage in the construction of a panorama is the acquisition of the various images. To this end, we made a theoretical study to determine the optimal paving of the sphere with rectangular surfaces to minimize the number of zones of recovery. This study enables us to calculate an optimal trajectory of the camera and to limit the number of images necessary to the representation of the scene. We also propose various processing techniques which appreciably improve the rendering of the mosaic image and correct the majority of the defaults related to the assembly of a collection of images which were acquired with differing image capture parameters. A significant part of our work was used to the automatic image registration in real time, i.e. lower than 40ms. The technology that we developed makes it possible to obtain a particularly precise image registration with an computation time about 4ms (AMD1.8MHz). Our research leads directly to two proposed applications for the tracking of moving objects. The first involves the use of a PTZ camera and a spherical mirror. The combination of these two elements makes it possible to detect any motion object in the scene and to then to focus itself on one of them. Within the framework of this application, we propose an automatic algorithm of calibration of the system. The second application exploits only PTZ camera and allows the segmentation and the tracking of the objects in the scene during the movement of the camera. Compared to the traditional applications of motion detection with a PTZ camera, our approach is different by the fact that it compute a precise segmentation of the objects allowing their classification.
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Résumé

Cette thèse se situe à l'interface entre l'analyse d'images, dont l'objectif est la description automatique du contenu visuel, et la géométrie discrète, qui est l'un des domaines dédiés au traitement des images numériques. Pour être stocké et manipulé sur un ordinateur, un signal observé est régulièrement échantillonné. L'image numérique, qui est le résultat de ce processus d'acquisition, est donc constituée d'un ensemble fini d'éléments distincts. La géométrie discrète se propose d'étudier les propriétés géométriques d'un tel espace dépourvu de continuité. Dans ce cadre, nous avons considéré les régions homogènes et porteuses de sens d'une image, avec l'objectif de représenter leur contour au moyen de modèles géométriques discrets définis par la discrétisation de Gauss : la partie convexe ou concave, l'arc de cercle discret et le segment de droite discret. Nous avons élaboré des algorithmes dynamiques (mise à jour à la volée de la décision et du paramétrage), exacts (calculs en nombres entiers sans erreur d'approximation) et rapides (calculs simplifiés par l'exploitation de propriétés arithmétiques et complexité en temps linéaire) qui détectent ces modèles sur un contour. L'exécution de ces algorithmes le long d'un contour aboutit à des décompositions ou à des polygonalisations réversibles. De plus, nous avons défini des mesures de convexité, linéarité et circularité, qui vérifient un ensemble de propriétés fondamentales : elles sont robustes aux transformations rigides, elles s'appliquent à des parties de contour et leur valeur maximale est atteinte pour le modèle de forme qui sert de comparaison et uniquement sur celui-ci. Ces mesures servent à l'introduction de nouveaux modèles dotés d'un paramètre variant entre 0 et 1. Le paramètre est fixé à 1 quand on est sûr de la position du contour, mais fixé à une valeur inférieure quand le contour est susceptible d'avoir été déplacé par un bruit d'acquisition. Cette approche pragmatique permet de décomposer de manière robuste un contour en segments de droite ou en parties convexes et concaves.

Abstract

The work presented in this thesis concerns the fields of image analysis and discrete geometry. Image analysis aims at automatically describing the visual content of a digital image and discrete geometry provides tools devoted to digital image processing. A two-dimensional analog signal is regularly sampled in order to be handled on computers. This acquisition process results in a digital image, which is made up of a finite set of discrete elements. The topic of discrete geometry is to study the geometric properties of such kind of discrete spaces. In this work, we consider homogeneous regions of an image having a meaning for a user. The objective is to represent their digital contour by means of geometric patterns and compute
measures. The scope of applications is wide in image analysis. For instance, our results would be of great interest for segmentation or object recognition. We focus on three discrete geometric patterns defined by Gauss digitization: the convex or concave part, the digital straight segment and the digital circular arc. We present several algorithms that detect or recognize these patterns on a digital contour. These algorithms are on-line, exact (integer-only computations without any approximation error) and fast (simplified computations thanks to arithmetic properties and linear-time complexity). They provide a way for segmenting a digital contour or for representing a digital contour by a reversible polygon. Moreover, we define a measure of convexity, a measure of straightness and a measure of circularity. These measures fulfil the following important properties: they are robust to rigid transformations, they may be applied on any part of a digital contour, they reach their maximal value for the template with which the data are compared to. From these measures, we introduce new patterns having a parameter that ranges from 0 to 1. The parameter is set to 1 when the localisation of the digital contour is reliable, but is set to a lower value when the digital contour is expected to have been shifted because of some acquisition noise. This measure-based approach provides a way for robustly decomposing a digital contour into convex, concave or straight parts.
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Résumé
Avec l’accroissement de l’utilisation des objets tridimensionnels (3D) dans diverses applications, une attention de plus en plus forte a été portée sur la protection de ce contenu 3D par des techniques de tatouage numérique. Dans ce travail de thèse, nous avons réalisé d’abord un état de l’art complet sur le domaine du tatouage de maillages, avec un point de vue original centré sur les attaques. Puis, nous avons proposé plusieurs méthodes de tatouage aveugles basées sur des techniques de quantification par le schéma de Costa scalaire (SCS). Nous avons choisi différents domaines appropriés d’un maillage 3D pour l’insertion de tatouages aveugles : le domaine ondelettes d’un maillage semi-régulier, et les domaines spatial et spectral d’un maillage général. Les primitives de tatouage, qui sont soumises à la quantification scalaire, sont respectivement les normes et les orientations des vecteurs d’ondelettes, les moments volumiques analytiques et les amplitudes spectrales en harmoniques variétés. Enfin, nous avons conçu et implémenté un système de benchmark pour les techniques de tatouage robustes de maillages. Ce benchmark est accessible librement sur Internet et contient une collection de modèles 3D, un outil logiciel et deux protocoles d’évaluation orientés sur différentes applications. Les méthodes de tatouage robustes proposées dans ce manuscrit ainsi qu’une méthode récente de l’état de l’art sont comparées grâce à ce benchmark. Les résultats obtenus montrent l’efficacité des méthodes proposées ainsi que la pertinence du système de benchmark.

Abstract
With the increasing use of three-dimensional (3-D) models in various practical applications, more and more attention has been paid on the research of digital watermarking techniques for 3-D polygonal meshes. In this thesis, we first provide a comprehensive survey on the state of the art in 3-D mesh watermarking, with an original attack-centric investigation. Then, we make use of the scalar Costa quantization scheme to construct a number of effective blind mesh watermarking schemes. We successfully embed multi-bit quantization-based blind watermarks in three different mesh domains: the wavelet domain of a semi-regular mesh, and the spatial and spectral domains of a general mesh. The watermarking primitives, which are subject to scalar Costa quantization, are respectively the norms and orientations of the wavelet coefficient vectors, the analytic volume moments and the manifold harmonics spectral amplitudes. Finally, we detail the design and implementation of a robust mesh watermark benchmarking system, which has been made publicly available on-line. This benchmarking system comprises a standard mesh data set, a software tool and two application-oriented evaluation protocols. The robust mesh watermarking schemes proposed in this thesis and a state-of-the-art method are compared within this benchmarking framework.
The comparison results demonstrate both the effectiveness of our blind watermarking schemes and the relevance of our benchmarking system.
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