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Abstract—This paper addresses the problem of generating a
super-resolved version of a low-resolution textual image by using
Sparse Coding (SC) which suggests that image patches can be
sparsely represented from a suitable dictionary. In order to en-
hance the learning performance and improve the reconstruction
ability, we propose in this paper a multiple learned dictionar-
ies based clustered SC approach for single text image super-
resolution. For instance, a large High-Resolution/Low-Resolution
(HR/LR) patch pair database is collected from a set of high
quality character images and then partitioned into several clusters
by performing an intelligent clustering algorithm. Two coupled
HR/LR dictionaries are learned from each cluster. Based on SC
principle, local patch of a LR image is represented from each LR
dictionary generating multiple sparse representations of the same
patch. The representation that minimizes the reconstruction error
is retained and applied to generate a local HR patch from the
corresponding HR dictionary. The performance of the proposed
approach is evaluated and compared visually and quantitatively
to other existing methods applied to text images. In addition,
experimental results on character recognition illustrate that the
proposed method outperforms the other methods, involved in this
study, by providing better recognition rates.

I. INTRODUCTION

Low-resolution scanning presents a source of degradation
that affects text embedded in document images. Consequently,
degraded characters are not only disagreeable to view on
a display device, but they also pose serious challenges to
document processing systems such as Optical character recog-
nition (OCR). Indeed, the performances of these applications
depend critically on the image quality. For better visualization
and interpretation, poorly resolved textual image needs to be
reconstructed via a Super-Resolution (SR) process. The goal
of such process is to recover a HR image from one or more
observed LR images. According to the number of LR input
images, there are mainly two kinds of SR: multi-images SR
and Single-Image SR (SISR). The basic idea of the first kind is
to combine the non-redundant information present in multiple
LR images of the same scene that should be aligned with a
sub-pixel accuracy. The SISR kind (known also as image up-
scaling, up-sampling and zooming) suggests that the observed
LR image is assumed to have been generated from the original
HR image by a blur and down-sampling process.
This paper focuses on the SISR task that has become a very
active research topic mainly with the rapidly increasing need
of high quality images and videos. Multiple SR methods have

been proposed in the last two decades to solve this task.
Most of these methods have been concentrated on the natural
images with no real application on the textual ones. Thus, this
work aims to tackle this lack by proposing a SISR method
for printed text in document images. The proposed method
is based on a recently learning based approach known as
Sparse Coding (SC) which suggests that image patches can be
sparsely represented from a suitably chosen dictionary. Toward
this principle, a generic training HR/LR patch pair database is
collected from high-quality character images allowing the SR
of text images. Motivated by the key role of the dictionary in
SC theory, we propose a learning strategy based on unsuper-
vised clustering of the training database in order to find more
appropriate dictionaries adapted to the properties of characters.
Given multiple learned dictionaries, a clustered SC scheme is
proposed to enhance the SR process. The impact of the given
contributions is studied on the visual text image quality and
even on the character recognition accuracy. Interesting results
have been thus achieved.
The rest of this paper is organized as follows: Section 2
presents a brief review of related works on SISR. Then, section
3 details the multiple learned dictionaries based clustered SC
approach proposed for single text image SR. Experiments
and comparative studies with results generated by other SR
approaches are provided in section 4. Finally, conclusions and
some perspectives are given in Section 5.

II. RELATED WORKS

The main approaches proposed in the literature for SISR
are those based on interpolation, regularization and learning.
The interpolation based approaches are the simplest ones and
relies on the convolution of the image with kernels such
as linear, cubic or higher order. Non-adaptive interpolation
algorithms, which treat the whole image in the same way,
suffer from generating artifacts along sharp edges. In order to
improve the images sharpness, several adaptive interpolation
algorithms have been proposed treating every image part
differently. Examples of related works can be found in [2,
9]. However, such treatment process is very limited while
generating high frequency components or fine details.
The regularization based approaches, such as [3, 8], enable the
inclusion of a priori reconstruction constraints which requires
that the smoothed and down-sampled version of the HR image
should be close to the LR one. This category of approach



overcomes most artifacts mentioned above, but is still suffering
from other non-natural artifacts and its performance decreases
when the scaling-up factor increases.
Rather than relying on heuristically derived information, learn-
ing based approaches have been proposed to model the rela-
tionship between LR input image and HR output image from
a training database. The goal of these methods is not only to
maintain the sharpness and details of the image, but also to
recover new missing HR details that are not explicitly found
in the LR image and assumed to be available in the training
database. For instance, Sun et al. introduced the gradient profile
prior learned from a large number of images to estimate the
local image structures and hence to maintain the sharpness of
the resulted image [16]. Freeman et al. developed a learning
based approach where the prediction between LR and HR
image patches is trained via Markov Random Field [6]. In
[15], the authors designed neural networks with a spatial error
feedback as interpolators to recover HR pixels. A common
drawback of these above SR methods is that they heavily rely
on enormous databases of millions of HR and LR patch pairs
and therefore have an intensive computation.
More recently, a SC learning based approach has attracted in-
creasing interest due to its effectiveness in various reconstruc-
tion tasks like SISR. Using the SC strategy, more patches can
be represented using a smaller training database than the above
learning approaches. However, the choice of the dictionary is
a key for the successful of the SC based SISR. The authors of
[21] constructed prototype dictionaries by randomly sampling
raw patches from training images of similar statistical nature
to the input image. Such dictionaries leaded to a state-of-the-
art result. In [1, 9, 20], dictionary learning algorithms was
developed to reduce the complexity of SC under prototype
dictionaries. Recently, multiple dictionaries learning approach
based on clustering training image patches is introduced. For
example, Yang et al. [23] learn several dictionaries from K-
means clustered patches. In [22], geometric dictionaries are
learned after classifying training patches into several groups of
geometric patches. These works have been successfully applied
to natural, human face and synthetic aperture radar images.
While the methods mentioned above were proposed for generic
image SR, other methods have been tailored to specific appli-
cations such as SR of document text images. For instance,
Freeman et al. [6] proposed an exemplar-based approach
which mapped blocks of the LR image into predefined HR
blocks. This approach was applied to text image SR in [5].
Nevertheless, the results depend heavily on the examples of the
training set and, more precisely, on the type font which must
be known in advance. Luong and Philips [11, 12] demonstrated
that the estimation of the restored pixel intensity can be
based on information retrieved from the whole image, thereby
exploiting the presence of repeating characters in the image
and then applying the multi-image SR principle. To collect
match similar character segments, Luong’s method started with
character segmentation which is not usually evident in LR text
images. In [17], the authors proposed to solve SR problem
by using factor graph. The unobserved patches in the HR
image are modeled as nodes in the graph and the characteristic
distribution of the derivatives of training images are used to
define the constraint functions between nodes in the factor
graph. A recent method based on SC is proposed to the SR
of text image [18]. This method is based on single dictionary
learned from a generic HR/LR patch pair database and adapted

to the character properties.
In this paper, we propose a learning based approach for the
SR of single text image using clustered SC and multiple dic-
tionaries. The following section details the proposed method.

III. SISR VIA MULTIPLE LEARNED DICTIONARIES
BASED CLUSTERED SPARSE CODING

To address the SISR task by using SC, we divide the issue
into two phases: the training phase and the reconstruction
phase detailed in the following.

A. Training Phase

The training phase begins by collecting several images
which are considered to be the HR examples. To produce high-
quality character images, a graphic library called FreeType
which implements a highly efficient font engine is used in this
work. Via this library, HR character images are automatically
obtained by discretizing vector fonts. We use for each character
a large variety of sizes, styles (italic, non-italic) and fonts
(serif, sans-serif) currently used in textual documents, signs,
labels, bills, etc. After that, several HR patches are selected
from each HR character image. Notice that we are interested
only in patches localized along the edges of characters because
the shape of edges is a very interesting reference to describe
characters. For each HR patch, we generate the corresponding
LR patch by blurring and down-sampling. This leads to the
collection of a generic HR/LR patch-pairs database.
Training database contains numerous patterns which are very
different due to their shapes, sizes, orientations and positions in
the image patches. Single HR dictionary learned from all these
data is not guaranteed to be suitable for the SR reconstruction
task even if it has large number of atoms. Moreover, this leads
to an intensive computation complexity. To overcome these
limitations and to take full advantage of large training database,
we propose to learn multiple dictionaries from a clustered
database. We haven’t prior knowledge about the database to
guide the clustering process such as the number of clusters.
Therefore, we partition the training database into C clusters in
unsupervised fashion. In fact, an intelligent version of the K-
means method, referred as iK-means [13], is applied to gather
similar patterns in the same cluster. This clustering method
determines the number of clusters and initial centroids for K-
Means using the so-called anomalous pattern algorithm.
Given HR and the corresponding LR image patches of each
cluster, two coupled HR/LR dictionaries are learned by using
joint SC method [20]. The goal of this learning method, which
is based on the SC algorithm proposed in [9], is to have the
same sparse representation for each HR/LR image patch pair.
Figure 1 displays some examples of the HR learned dictionar-
ies which can describe the intrinsic geometrical structure of
the corresponding training cluster. Thus, the proposed learning
strategy can provide more appropriate dictionaries representing
each cluster.

B. Reconstruction Phase

This phase is based on the SC principle which suggests that
an input signal X ∈ <N can be well represented as a sparse
linear combination of atoms from a suitably chosen dictionary
D. This principle can be mathematically written as:

(P0) : minα‖α‖0 s.t. ‖X −Dα‖22 ≤ ρ (1)



Fig. 1. Examples of HR dictionaries generated by the proposed learning
strategy based on unsupervised clustering.

where α is the sparsest representation of X in D and ρ
characterizing an allowable reconstruction error. Because of
solving the optimization problem (P0) is often difficult, Chen
et al. [4] proposed that as long as α is sufficiently sparse, the
problem (P0) can be substituted by instead minimizing the
l1-norm as follows :

(P1) : minα‖α‖1 s.t. ‖X −Dα‖22 ≤ ρ (2)

The starting point of the reconstruction phase is the input LR
image. The classical way of beginning a SR process is by up-
sampling the input LR image via the bicubic interpolation.
The interpolated image is considered as the LR image to
be processed. LR patches (respectively the corresponding HR
patches to construct) are processed from the upper-left corner
with overlapping between adjacent patches. Instead of applying
on each LR patch a feature extraction operator to represent it
by a set of features (like in [20, 21]), we rely in our setting
directly on pixels values composing the LR patch. The first
step is to subtract the mean pixel value m from each local LR
patch. Based on the theory about sparse coding, a LR patch
yj can be sparsely represented over a learned dictionary Dl,
i.e. the solution of the problem (P1) presented above. Given
multiple learned LR dictionaries {Dk

l , k = 1..C} prepared by
the proposed learning strategy, every LR patch yj is sparsely
coded over each LR dictionary. This leads to the generation of
multiple sparse representations {αk, k = 1..C} for the same
patch. In this contest, (P1) is written as :

(P1) : minαk‖αk‖1 s.t. ‖yj −Dk
l α

k‖22 ≤ ρ (3)

Several algorithms have been proposed in the literature to solve
(P1). In our implementation, the feature-sign search algorithm
[9] is selected because of its efficiency and significant speedup.
After that, instead of using all the sparse representations
weighted and summarized according to the coding errors (like
in [22, 23]), we propose to select only the representation α̂
that minimizes the local reconstruction error according to the
appropriate LR dictionary D̂l :

α̂ = minαk{‖yj −Dk
l α

k‖22, k = 1..C} (4)

The optimal solution α̂ is then applied to generate a local HR
patch xj from the corresponding HR dictionary based on :
xj = D̂hα̂+m. Subsequently, the initial HR image X0 is ob-
tained by simply averaging the values in the overlapped regions

to enforce compatibility between adjacent patches. Next, we
apply on X0 a global reconstruction constraint to eliminate
the reconstruction errors and to ensure consistency with the
LR input image. In fact, this constraint is that an observed
LR image Y consists of a blurred and downsampled version
of a HR image X of the same scene: AHX = Y , where A
and H represents respectively a downsampling operator and a
blurring filter. To enforce the global reconstruction constraint,
we should solve the following optimization problem:

X̂ = argminX‖X −X0‖ s.t. DHX = Y (5)

To finalize this task, we use Back-Projection method originally
developed in computer tomography and applied to SR in
[8, 20, 21]. Finally, a bilateral filtering is performed on the
recovered HR image to better preserve edges and hence to
further enhance the global reconstruction.
Based on the above description, the proposed reconstruction
phase can be summarized as algorithm 1. We conclude
this section by summarizing the main characteristics of our
proposed method compared with the available SC based SISR
methods. In fact, an intelligent and unsupervised clustering
of the training database is introduced into the learning of
multiple dictionaries. Such learning strategy doesn’t require
prior knowledge about the number of clusters and then
differs from those of the existing SISR methods which have
recourse to a supervised clustering. In addition, the use of
multiple dictionaries is already defined in the literature, but
our contribution differs in generating a clustered SC scheme
via multiple dictionaries that minimizes as much as possible
the local reconstruction errors and subsequently enhances the
SR process. As such process is, to the best to our knowledge,
an original approach never applied before for the processing
of textual document images.

Algorithm 1:
SISR via multiple learned dictionaries based clustered SC.

1. Input: a LR image Y , the multiple coupled LR/HR
dictionaries {Dk

l , D
k
h, k = 1..C} learned from the clustered

database.
2. Using a sliding window to scan the input LR image and
to construct the HR image from the upper-left corner with
overlapping in each direction,
For each LR patch yj of Y ,

• Subtract the mean pixel value m of yj .

• Perform the SC under each LR learned dictionary Dk
l

to find the solution αk of the problem (3).

• Select the optimal solution α̂ of (4) according to the
appropriate LR dictionary D̂l.

• Compute the corresponding HR version xj of the LR
patch yj by xj = D̂hα̂+m.

• Put the resulting HR patch xj into the HR image X0.

End.
3. Merge the overlapped HR patches to generate the initial
HR image X0.
4. Generate the HR image X̂ , which satisfies (5).
5. Apply a bilateral filtering on the HR image X̂ .
6. Output: HR image X̂ .



IV. EXPERIMENTS AND EVALUATIONS

In this section, experimental SR results achieved by apply-
ing the proposed SR method and other SR methods on different
LR text images are given. Results are evaluated both visually
and quantitatively on text image quality and on character
recognition performance.
In the proposed training phase, we generate 2480 high-quality
training character images from which 124000 HR patches of
size 7 × 7 and the corresponding LR patches are collected
to form the HR/LR patch-pairs database. By performing the
intelligent clustering iK-means method [13], this database is
divided into 13 clusters. The multiple HR/LR dictionaries
learned from the clustered database are of size 49×128. In fact,
each dictionary has 128 atoms and each atom is represented by
49 pixel values. In the proposed reconstruction phase, a sliding
window of size 7× 7 with 5 pixels overlap is selected to scan
the input LR image and then to construct the HR image.

A. Experimental Results: Text Image Quality

To investigate the performance of the proposed method,
we compare it with bicubic interpolation and other recently
published SR methods based on SC [18, 20] that differ from
our method in important aspects. Indeed, unlike our method
which is based on multiple coupled HR/LR dictionaries learned
from a clustered database, the authors of [18, 20] use single
coupled HR/LR dictionaries learned from the whole training
database. By doing so, their reconstruction of a LR patch is
based on a single sparse representation, but our reconstruction
relies on multiple sparse representations generated by clustered
SC for the same LR patch. From the same database of HR
character images prepared in this study, single coupled HR/LR
dictionaries (each dictionary is composed by 512 atoms) are
trained and used in Walha’s method [18] and in Yang’s method
[20] which is hence adapted to text image SR.
In this experiment, tests are performed for the up-scaling factor
2 on the LR text images shown in figure 2. These images,
which are generated by blurring and down-sampling by a factor
of 2 of the HR ground truth images, contain different texts
size (10, 12), style (italic, non-italic, bold, non-bold) and font
(serif, sans-serif). Results are evaluated based on the widely
used metrics in image processing for recovery including the
Root Mean Square Error (RMSE), the Peak SNR (PSNR)
and the Structural SIMilarity index (SSIM) [19]. Table 1
compares quantitatively the RMSE, PSNR and SSIM results of
the super-resolved images recovered by bicubic interpolation,
the proposed method and the other SR methods [18, 20].
According to this table, we can see that images reconstructed
by the proposed clustered SC method achieve higher measures
result than [18], [20] and bicubic interpolation. More precisely,
we conclude that under the same training database of character
images, our method performs better than the other SC based
methods involved in this study. In order to have a closer look,
we specify a region in the LR image and in the reconstructed
images and we enlarge it as shown in figure 4.
Compared to the original LR image in figure 4(a), we can
notice clearly significant improvements in visual quality in the
result produced by each SR method. Indeed, the letters are
much better readable and blur is heavily reduced. On the other
hand, results of [18], [20] and the proposed method have better
visual quality than those of the bicubic interpolation which
generates blur effects. Moreover, when we compare visually

Fig. 2. Illustration of LR text images.

Fig. 3. Enlarged text line of the LR image scanned at 72 dpi.

results in figure 4(c)-(d) versus those in figure 4(e), we can
observe that image produced by the proposed method is clearer
and sharper at edges than images recovered by [18] and [20]
that have significant artifacts appearing near edges.

B. Experimental Results: Character Recognition

Recognizing a LR text image is a challenging task and
involves several difficulties to OCR systems. An efficient SR
process performed before recognition can improve the char-
acter recognition performance. Hence, the goal of this section
is to evaluate the influence of the SISR methods involved in
this study on character recognition performance. As a realistic
experimentation, tests are performed on a LR text image of
small font size scanned at 72 dpi. For instance, a text line of
this image is enlarged and shown in figure 3. The LR image
and the corresponding HR images, that are super-resolved
with a factor of 2 by bicubic interpolation, [20], [18] and the
proposed SR method, are fed into two popular OCR systems:
FreeOnlineOCR [26] and AbbyFineReader 10 [24]. Results,
exposed in table 2, are investigated in terms of character OCR
accuracy percentage defined as: (R − L)/R × 100, where
R is the total number of the correct character and L is the
Levenshtein distance which is the total minimum cost of
transforming one string into the other using the following edit
operations: insertions, deletions and substitutions [14].
As shown in table 2, accuracies of the OCR engines are well

TABLE I. RMSE, PSNR AND SSIM RESULTS OF TEXT IMAGES
RECOVERED BY DIFFERENT SR METHODS

Image Measures Bicubic Yang et
al. [20]

Walha et
al. [18]

Proposed
method

(a)
RMSE 39.581 34.541 33.541 28.462
PSNR 16.180 17.364 17.619 19.045
SSIM 0.805 0.825 0.855 0.912

(b)
RMSE 42.739 38.488 37.880 35.034
PNSR 15.514 16.424 16.562 17.240
SSIM 0.746 0.771 0.801 0.846

TABLE II. THE CHARACTER RECOGNITION RATES OVER DIFFERENT
OCR SYSTEMS PERFORMED ON THE ORIGINAL LR IMAGE AND THE HR

IMAGES RECOVERED BY SEVERAL SR METHODS.

OCR LR image HR image recovered by
Bicubic [20] [18] Proposed method

FreeOnlineOCR 76.36 58.64 91.24 89.27 91.46
AbbyFineReader 84.46 92.34 88.62 89.49 92.99



Fig. 4. Visual comparison of enlarged regions from LR and magnified text images recovered by different SR methods. (a) LR image. (b) Bicubic interpolation.
(c) Method of [20]. (d) Method of [18]. (e) The proposed SR method.

improved by preprocessing the LR text image with the pro-
posed SR method before recognizing it. Indeed, a significant
accuracy increase of up to 15.1% in the case of FreeOnli-
neOCR and up to 8.53% in the case of AbbyFineReader is
achieved when recognizing the text image super-resolved via
our method, as compared to the original LR image. In addition,
the proposed SR method combined with any OCR system
consistently generates the most significant improvements in
term of character recognition rate compared with the use of
bicubic interpolation, [20] or [18] as preprocessing. This is due
to the improved ability of our SR method in preserving edges
and thus in distinction between characters.

V. CONCLUSIONS

In summary, we mention the main contributions of this
paper. Firstly, a generic HR/LR patch pair database useful
for finding a dictionary adapted to the characters properties
was established and then partitioned into several clusters by
performing an intelligent clustering algorithm. Secondly, the
proposition of multiple learned dictionaries based clustered SC
method was applied to the SR of LR document text images.
The performance of this method was evaluated visually and
quantitatively on different text images and compared to other
SR methods. Experimental results showed the effectiveness of
the proposed SR method which produced clearer and sharper
characters than those obtained by the other methods. As a
third contribution, such improvements lead to a significant
improvement of the OCR systems accuracy.
A proposed extension to our work is to combine the pro-
posed clustered SC based SR method with multi-images SR
techniques in order to improve text images quality in video
applications.
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