Comparison of 2D/3D Features and Their Adaptive Score Level Fusion for 3D Face Recognition
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Abstract

3D face has been introduced in the literature to deal with the unsolved issues of 2D face recognition, namely lighting and pose variations. In this paper, we study and compare the distinctiveness of features extracted from both the registered 2D face images and 3D face models. Sparse Representation Classifier (SRC) is exploited to calculate all similarity measures which are compared with the ones by a baseline of Nearest Neighbor (NN). As individual features of 2D and 3D are far from distinctive for discriminating human faces, we further present an adaptive score level fusion strategy for multimodal 2D-3D face recognition. The novel fusion strategy consists of an offline and an online weight learning process, both of which automatically select the most relevant weights of all the scores for each probe face in each modality. The weights calculated offline are based on the EER value of each type of features, while the online ones are dynamically obtained according to matching scores. Both types of weights are then fused to generate a final weight. Tested on the complete FRGC v2.0 dataset, the best rank-one recognition rate using only 3D or 2D features is 79.72% and 77.89%, respectively; while the new proposed adaptive fusion strategy achieves 95.48% with a 97.03% verification rate at 0.001 FAR, highlighting the benefit of exploring both 3D and 2D clues as well as the effectiveness of our adaptive fusion strategy.

1. Introduction

Face is potentially the best biometrics for people identification and verification applications, since it is socially well accepted, non-intrusive and contactless. Unfortunately, all human faces are similar and hence offer the low distinctiveness as compared with the other biometrics such as fingerprint and iris [17]. Furthermore, dealing with 2D facial texture images, intra-class variations, due to factors as diverse as lighting, pose, etc., are often much greater than inter-class variations, making 2D face recognition techniques far from reliable in real conditions [41].

In recent years, 3D face recognition has been intensively investigated by the research community to handle the two major unsolved issues in 2D face recognition domain, i.e., illumination and pose variations [31] [4]. However, even if 3D face models are theoretically insensitive to illumination changes, they still need to be properly registered before the matching step. Moreover, the issue of facial expression influences is even more difficult than that in 2D modality, because 3D face models provide the exact shape information of facial surfaces.

In this paper, we study the distinctiveness of some popular 3D shape related features, such as curvatures and tangent vectors, compared with several well known 2D texture-based ones, including Gabor and LBP, for face recognition. Furthermore, we also investigate the potential benefit of fusing 2D and 3D features as suggested in several previous works [19] [37] [28] [3] [36] [6] [16] [20] [23] stating that multimodal 2D-3D face recognition is more accurate and robust than either of the single modality [4]. For instance, Lu et al. [21] applied a weighted sum rule to fuse a facial surface matching score with a 2D appearance based one. In [26], Mian et al. proposed a feature-based method extracting pose invariant features from 3D models which were further fused with SIFT features from 2D faces, and achieved a 96.1% rank-one recognition rate on the FRGC v2.0 database. The same authors [25] also designed another system which performs hybrid (feature-based and holistic) matching for multimodal face recogni-
tion and displayed a 97.37% rank-one recognition rate on the same dataset. An in-depth study of fusion strategies for 3D face recognition was carried out by Gokberk et al. [13] who discussed and compared various techniques for classifier combination such as fixed rules, voting- and rank-based fusion schemes. By fusing several experts based on off-the-shelf 3D and 2D features, they reported a 95.45% accuracy on the FRGC v2.0 dataset.

The fusion strategies utilized for face recognition can be classified essentially into three categories: complementary fusion, competitive fusion, and serial fusion. Complementary fusion [2] combines features extracted from multiple data sources to create a new feature set to represent the face. Competitive fusion generates a single score by fusing different scores provided by multiple classifiers. In this case, there are three fusion levels: score level [7], rank level [14] and decision level [9]. At the first level, similarity scores are combined by various techniques [11], for example, Sum Rule, Product Rule, Min Rule, Max Rule, etc. At the second level, sorted lists computed by classifiers are merged based on different approaches such as Borda Count and Logistic Regression [27]. At the third level, all the candidates of classifiers are fused by adopting several approaches [12], i.e., Majority Vote or Majority Vote with maximum confidence. Finally, serial fusion [20] filters out a number of the most similar classes provided by a simple classifier and then feeds these classes into a more complex and powerful second classifier.

In the literature of 2D-3D multimodal face recognition, score level fusion, such as Sum Rule, Weighted Sum Rule and Product Rule, was extensively exploited [26] [25] [11] [24] [18] and proved effective. This paper also focuses on score level fusion and proposes an adaptive score level fusion strategy to combine features from complementary 2D and 3D modalities. The proposed fusion consists of an offline and an online weight learning process, both of which automatically select the most relevant weights of all scores for each probe from each modality. The weights calculated offline are based on the EER (Equal Error Rate) value of each feature type, while the online ones are dynamically obtained according to matching scores. Both types of weights are further combined to generate a final weight to improve fusion performance for face identification or verification.

The remainder of this paper is organized as follows. The system overview is shown in section 2. Preprocessing and alignment in this work is introduced in section 3. Section 4 describes both the 2D and 3D feature set as well as Sparse Representation Classifier. The proposed fusion approach is presented detailedly in section 5. Section 6 analyzes and discusses experimental results on the FRGC database. Section 7 concludes the paper.

2. The System Overview

The framework of our system is shown in Figure 1. The training and test stages contain the same steps: data preprocessing, feature extraction, SRC classification and score normalization. The fusion is carried out at similarity score level using a weighted sum rule. The weight associated to each feature type is determined not only offline according to its discriminative ability but also online according to similarity measures. At the training stage, the weights are calculated offline based on the EER value of individual features, while the weights at the test stage are dynamically achieved based on matching scores. Both types of weights are further combined to generate a final weight to improve fusion performance for face identification or verification.

3. Preprocessing and Alignment

Each 3D face model has its concomitant 2D color (RGB) information, and 2D texture is densely registered to its corresponding 3D shape. In this work, since we focus on the distinctiveness study of several popular 2D/3D features and
the benefit of their fusion for face recognition, we thus try to reduce at its maximum the impact by erroneous registration, and make use of 15 manually landmarked points to register 3D face models as accurately as possible (see Figure 2).

![Figure 2. The preprocessed face sample with manual landmarks.](image)

### 3.1. 3D Face Preprocessing

3D face models delivered so far by current 3D imaging systems are usually corrupted by spikes and holes. In this paper, we adopt the preprocessing technique in [33]. 3D face models are first cropped with a sphere of radius of 80 mm centered at nose tip. Basically, instead of using the median filter to remove spikes, we apply a decision-based median filtering technique by using the median filter only on vertexes predefined as potential spikes after a thresholding operation. This method can efficiently remove all the spikes without touching the properly scanned points. Once all the spikes are removed, holes are filled by fitting a mean square surface to the hole border located by searching vertexes possessing less than eight neighbors.

### 3.2. 3D Face Registration

3D face registration is a critical step in 3D face recognition. In order to avoid the impact of registration errors in our distinctiveness analysis of 2D/3D features and their fusion for face recognition, we employed a manual registration method, named Region-based Iterative Closet Point (R-ICP) [1] for 3D face models. A frontal face model with neutral expression is chosen from the FRGC v2.0 database as the reference model. For each model, the rigid facial region composed of nose and forehead, insensitive to facial expression variations, is cropped for alignment (see Figure 3). The alignment step exploits a coarse-to-fine strategy. The coarse step utilizes eleven facial landmarks located on the upper part of the face model and applies SVD to recover 3D rotation and translation in a rigid transformation. At the fine step, ICP is used for surface matching and to improve the estimates of translation and rotation parameters.

### 3.3. 2D Face Preprocessing

As 2D color information is densely registered to its corresponding 3D face data, the previously cropped and registered 3D face model also has its 2D texture counterpart. The positions of the eye inner corners are further used for rotation normalization. Finally, all the 2D color faces are converted to gray level, and resized to 80×92 pixels.

![Figure 3. R-ICP alignment: (a) rigid regions of two textured 3D samples; (b) coarse alignment step (c) fine alignment step.](image)

### 4. Feature Extraction and Classification

We explore the distinctiveness of features extracted from both 2D facial texture images and 3D face model data as well as their possible complementary contribution in a fusion process for face recognition. In classification, Sparse Representation Classifier (SRC) [39] is applied to all these features for its discriminative power.

#### 4.1. 3D Features

A 3D face model captures exact geometry information of a facial surface. Various shape related features can thus be extracted from 3D face models, ranging from several basic ones such as point-clouds, range images, to more elaborated ones: normals, binormals, tangent vectors, curvatures etc., all of which describe shape variations over local patches inspired by differential geometry of 3D surfaces [42].

Most of these 3D features are quite popular and can be found in many works in the literature. For instance, Gokberk et al. [13] carried out an extensive study on several shape based features, including point-clouds, surface normals, depth images, curvatures and voxels, and found out that the principal curvatures along with the shape index and surface normal were three best features on the FRGC v1.0 dataset for face recognition.

In this work, we also consider the raw point-cloud representation of 3D face model as well as geometric features containing normal, binormal, tangent vector and curvature related features that have the potential for a higher accuracy to describe surface based events, and are well suited to represent the properties of facial regions, such as two cheeks, forehead, and chin. Four categories of curvature-based features are extracted. The first two types rely on the principal directions corresponding to maximum and minimum curvatures [35]. The last two are their derivatives, i.e., mean (H) and Gaussian (K) curvatures [13].

We further investigate another type of 3D features based on the anthropometric approach which advocates extracting a signature from some anthropometric points considered the most relevant; these points should be stable and discriminative. Faltemier et al. [9] [10] have shown that the portion of the face region surrounding nose was very stable. In [2], Arca et al. used segments of 2D face around the eyes and nose to extract 3D profiles. Inspired by these work and the...
one by Perrot [29] on facial anthropometric measurements, a feature vector is generated including distance representing the edge length of every two anthropometric points; the angle formed by two edges with one same endpoint; and the ratio between horizontal nose width and vertical nose height. It is important to note that the measurements are on an absolute scale (mm) instead of a relative scale (pixels).

4.2. 2D Features

Three different approaches are introduced to extract features from 2D texture images. The first one is the simple pixel-based method that encodes grayscale intensity values into a single vector.

The second one is a non-parametric method, namely Local Binary Patterns (LBP) [34]. Its most important properties are the tolerance to monotonic illumination variations as well as the computational simplicity. LBP summarizes local structures of 2D images efficiently by comparing each pixel with its neighboring pixels. The neighborhood is defined as a set of sampling points evenly spaced around a circle centered at the pixel to be labelled, and the sampling points that do not fall in pixels are expressed using bilinear interpolation, thus allowing any radius value and any sampling point number. The general idea of LBP based facial representation is that a face can be seen as a composition of micro-patterns described by LBP. A facial image is thus first divided into several local regions from which LBP histograms are extracted. These LBP histograms are then concatenated, thereby describing both local and global information of the face.

The third feature is extracted by Gabor filters [38] which are spatially localized and selective to spatial orientations and scales. They are reputed to simulate receptive fields of simple cells in the mammalian visual cortex [22]. Since Gabor filters detect amplitude-invariant spatial frequencies of grayvalues of pixels, they are known to be robust to variations of illumination. Five different frequencies and eight equally spaced orientations are utilized to generate Gabor kernels. Hence, the dimension of Gabor filter based facial feature is 40 (5×8) times as much as that of original images.

4.3. Sparse Representation Classifier

Sparse representation for signal classification (SRSC) is proposed in [15]. SRSC incorporates reconstruction properties, discriminative power and sparsity for robust classification. In [39], a general classification method for image-based object recognition is proposed based on a sparse representation computed by $L_1$-minimization. The approach based on sparse representation can often achieve high performance using a data dictionary [40].

Let us assume that we have $k$ distinct classes and $n_i$ feature vectors (1-D vector), named $v_{i,j} \in R_m$ available for training from the $i_{th}$ class, $i = 1, 2, ..., k$ and $j$ is the index of the training sample, $j = 1, 2, ..., n_i$. All the training data from the $i_{th}$ class are placed in a matrix $A_i$ such that $A_i = [v_{i,1}, v_{i,2}, ..., v_{i,n_i}] \in R_m \times n_i$. We develop a dictionary matrix $A$ for all $k$ classes by concatenating $A_i$, $i = 1, 2, ..., k$ as follows:

$$A = [A_1, A_2, ..., A_k] \in R_{m \times n_i \times k}$$

A test pattern $y$ can be represented as a linear combination of all $n$ training samples ($n = n_i \times k$):

$$y = Ax$$

where $x$ is an unknown coefficient vector. From equation 2 it is relatively straightforward to note that only those entries of $x$ that are non-zero correspond to the class of $y$. This means that if we are able to solve equation 2 for $x$ we can actually find the class of the test pattern $y$. Fortunately, in compressed sensing [5] [8], as long as the solution to equation 2 is known sufficiently sparse, an equivalent $L_1$-norm minimization:

$$(L1) : x_1 = \text{arg min} \|x\|_1 : Ax = y$$

can be solved as a good approximation to equation 2. Favorably, equation 3 can be solved by standard linear programming techniques. In fact, conventional recognition methods relying on the Euclidean distance to find the nearest neighbor can be modeled as a minimization problem similar to equation 3, except that the objective to be minimized is $L_2$-norm. With the solution $x_1$ to equation 3, we can compute the residual between a given probe face and each gallery face as:

$$r_i = \|y - \sum_{j=1}^{k} x_{1,i,j} v_{i,j}\|_2$$

The identity of the given probe face is then determined as the one with the smallest residual.

5. Adaptive Score Level Fusion

The 3D face model and its registered 2D texture map belong to different modalities whose fusion may have complementary contribution for face recognition. In this work, we adopt a competitive fusion method and propose an adaptive score level fusion scheme using a weighted sum rule. The weight associated to each feature type is generated by an offline and an online weight learning step, both of which automatically select the most relevant weights of all scores for each probe from each modality. The weights calculated offline are based on the EER value of individual features, while the online ones are dynamically obtained according to matching scores. Both types of weights are further combined to produce a final weight. SRC is introduced to compute all the similarity measures.

5.1. Score Normalization

Before the fusion step, it is important to normalize scores achieved by different types of features. Normalization aims at mapping scores into a common scale and range before their fusion.
Here, we denote a raw matching score as \( s \), from a set \( S \) of scores produced by different features, and its corresponding normalized score as \( n \). Three normalization approaches are introduced, and their performance is also compared in our experiments.

Min-Max (MM) \cite{11} \cite{24} \cite{32} maps matching scores to the range of \([0, 1]\). The function \( \text{max}(s) \) and \( \text{min}(s) \) specify the maximum and minimum of the score range respectively:

\[
n = \frac{s - \min(s)}{\text{max}(s) - \min(s)}
\]

Z-Score (ZS) \cite{11} \cite{32} transforms all matching scores to a distribution with the mean of 0 and the standard deviation of 1. The operators \( \text{mean}(s) \) and \( \text{std}(s) \) denote the arithmetic mean and standard deviation respectively:

\[
n = \frac{s - \text{mean}(s)}{\text{std}(s)}
\]

Tanh (TH) \cite{11} \cite{32} provided by so-called robust statistical techniques, maps matching scores to the \([0, 1]\) range:

\[
n = \frac{1}{2}[\tanh(\frac{s - \text{mean}(s)}{\text{std}(s)} \times 0.01) + 1]
\]

5.2. Fusion Strategy

At the offline stage, we employ the approach proposed in \cite{32} to assign a weight to scores of a particular feature based on its corresponding value of Equal Error Rates (EER) from a learning dataset.

Denote the EER value of each feature \( m \) as \( e^m \), \( m = 1, 2, \ldots, M \). Then, the weight \( P^m \) associated to the score of feature \( m \) is calculated as:

\[
P^m = \frac{1}{e^m}, \quad u = \sum_{m=1}^{M} \frac{1}{e^m}, \quad \sum_{m=1}^{M} P^m = 1, \quad 0 \leq P^m \leq 1
\]

It should be noted that the weight \( P^m \) is inversely proportional to its corresponding error, and the weights of more accurate scores are always bigger than those of less accurate ones.

At the online stage, for each gallery face \( g \), we compute a score \( S^g,f \) using feature type \( f \) with that of the probe face by SRC. All the similarities \( S^g,f \) are then sorted in a descending order. We assign to each score \( S^g,f \) a weight \( w^{g,f} \) which is a function of its ordered position \( p^{g,f} \).

Specifically, the weight \( w^{g,f} \) is defined as:

\[
w^{g,f} = f(p) \propto \ln(N_g/p^{g,f})
\]

where \( N_g \) is the number of subjects in the gallery set.

The online stage gives more importance to scores ranked at the first positions and aims at discarding wrong matching of each feature type in test by assigning a lower weight to its corresponding similarity with a gallery sample.

The final similarity score between the gallery face \( g \) and the probe face is:

\[
S_{\text{Final}}(g) = \sum_{f \in \text{features}} P^f \cdot w^{g,f} \cdot S^{g,f}
\]

The probe face is recognized as the one in the gallery which obtained the highest final score according to equation 10.

6. Experimental Results

6.1. Database

The FRGC \cite{30} dataset is selected for experiments. Each face data consists of one 3D face model and its registered 2D color image. The 3D face model is available in the form of four matrices, each of size \( 480 \times 640 \). The first matrix is a binary mask indicating valid pixels or points in the other three matrices that contain \( x, y, \) and \( z \)-coordinates of vertices respectively. The associated 2D color images have one-to-one correspondences to their 3D face models, and they are correctly registered to 3D faces in most cases, but some examples of incorrect registration can be found. All the data are divided into three sets based on acquisition time, namely, Spring2003, Fall2003, and Spring2004.

The FRGC v1.0 dataset (Spring2003) consisting of about 900 face models is used for training while the FRGC v2.0 (Fall2003 and Spring2004) is used for validation, containing 4007 3D face models of 466 different subjects. Among these subjects, 57% are male and 43% are female, with age distribution: 65% 18-22 years old, 18% 23-27 and 17% 28 years or over. The dataset was collected during 2003-2004 academic year, and thus includes time lapse. Facial expression variations are labelled with neutral and non-neutral.

6.2. Experiment Settings

In the training step, 116 subjects that possess more than four face models are selected from the FRGC v1.0 to learn weights of all types of features and to train parameters of subspace based approaches such as LDA. Then, these parameters and basis images are saved and used for gallery images as well as probe images of the FRGC v2.0 dataset.

One 3D face scan with a neutral expression is selected from each subject to make a gallery of 466. The remaining 3D face scans (4007-466=3541) are treated as probes and divided into two subsets according to their expression labels. The first subset contains face scans with the neutral expression (1979 probes), and the other one with non-neutral face scans (1562 probes).

For evaluating the proposed approach, experiments are designed for both face recognition and verification. In each of the two tasks, three experiments are carried out: Neutral vs. Neutral, Neutral vs. Non-Neutral, and Neutral vs. All. In Neutral vs. Neutral and Neutral vs. Non-Neutral, only the neutral and non-neutral probe subset is utilized respectively. Such an experimental protocol enables detailed analysis of the proposed 2D/3D features and their fusion to facial expression variations.

6.3. Results and Analysis

First, Linear Discriminant Analysis (LDA) is applied to reduce the dimensionality of following features: grayscale textures; normal, binormal and tangent vectors; Gaussian
Table 1. Rank-one recognition rates of individual feature type on the FRGC v2.0 database - Neutral vs. All.

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>SRC</th>
<th>NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gabor Filters</td>
<td>77.89%</td>
<td>57.92%</td>
</tr>
<tr>
<td>LBP</td>
<td>71.82%</td>
<td>47.64%</td>
</tr>
<tr>
<td>Intensity Image</td>
<td>49.82%</td>
<td>40.30%</td>
</tr>
<tr>
<td>Anthropometric Measurements</td>
<td>46.48%</td>
<td>42.60%</td>
</tr>
<tr>
<td>3D Points*</td>
<td>–</td>
<td>58.57%</td>
</tr>
<tr>
<td>Gaussian Curvature</td>
<td>59.02%</td>
<td>56.28%</td>
</tr>
<tr>
<td>Mean Curvature</td>
<td>71.62%</td>
<td>70.87%</td>
</tr>
<tr>
<td>Maximum Curvature</td>
<td>67.81%</td>
<td>66.82%</td>
</tr>
<tr>
<td>Minimum Curvature</td>
<td>66.73%</td>
<td>66.25%</td>
</tr>
<tr>
<td>Binormal Vectors</td>
<td>70.63%</td>
<td>69.78%</td>
</tr>
<tr>
<td>Normal Vectors</td>
<td>70.01%</td>
<td>69.26%</td>
</tr>
<tr>
<td>Tangent Vectors</td>
<td>79.72%</td>
<td>79.13%</td>
</tr>
</tbody>
</table>

Table 2. Rank-one recognition rates of individual feature type on the FRGC v2.0 database - Neutral vs. Neutral.

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>SRC</th>
<th>NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gabor Filters</td>
<td>84.59%</td>
<td>62.81%</td>
</tr>
<tr>
<td>LBP</td>
<td>78.83%</td>
<td>54.53%</td>
</tr>
<tr>
<td>Intensity Image</td>
<td>56.85%</td>
<td>45.65%</td>
</tr>
<tr>
<td>Anthropometric Measurements</td>
<td>55.99%</td>
<td>51.58%</td>
</tr>
<tr>
<td>3D Points*</td>
<td>–</td>
<td>72.26%</td>
</tr>
<tr>
<td>Gaussian Curvature</td>
<td>73.67%</td>
<td>70.88%</td>
</tr>
<tr>
<td>Mean Curvature</td>
<td>85.25%</td>
<td>83.74%</td>
</tr>
<tr>
<td>Maximum Curvature</td>
<td>82.57%</td>
<td>81.44%</td>
</tr>
<tr>
<td>Minimum Curvature</td>
<td>81.05%</td>
<td>80.85%</td>
</tr>
<tr>
<td>Binormal Vectors</td>
<td>84.49%</td>
<td>83.29%</td>
</tr>
<tr>
<td>Normal Vectors</td>
<td>83.78%</td>
<td>82.57%</td>
</tr>
<tr>
<td>Tangent Vectors</td>
<td>89.64%</td>
<td>88.86%</td>
</tr>
</tbody>
</table>

Table 3. Rank-one recognition rates of individual feature type on the FRGC v2.0 database - Neutral vs. Non-Neutral.

<table>
<thead>
<tr>
<th>Feature Type</th>
<th>SRC</th>
<th>NN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gabor Filters</td>
<td>69.40%</td>
<td>49.49%</td>
</tr>
<tr>
<td>LBP</td>
<td>63.06%</td>
<td>41.68%</td>
</tr>
<tr>
<td>Intensity Image</td>
<td>40.91%</td>
<td>30.65%</td>
</tr>
<tr>
<td>Anthropometric Measurements</td>
<td>34.44%</td>
<td>31.24%</td>
</tr>
<tr>
<td>3D Points*</td>
<td>–</td>
<td>41.23%</td>
</tr>
<tr>
<td>Gaussian Curvature</td>
<td>40.46%</td>
<td>37.85%</td>
</tr>
<tr>
<td>Mean Curvature</td>
<td>54.35%</td>
<td>53.63%</td>
</tr>
<tr>
<td>Maximum Curvature</td>
<td>49.10%</td>
<td>48.23%</td>
</tr>
<tr>
<td>Minimum Curvature</td>
<td>48.59%</td>
<td>47.96%</td>
</tr>
<tr>
<td>Binormal Vectors</td>
<td>53.07%</td>
<td>52.78%</td>
</tr>
<tr>
<td>Normal Vectors</td>
<td>52.56%</td>
<td>51.87%</td>
</tr>
<tr>
<td>Tangent Vectors</td>
<td>67.16%</td>
<td>66.73%</td>
</tr>
</tbody>
</table>

Table 4. Rank-one recognition rates of different score normalization methods with different fusion schemes.

<table>
<thead>
<tr>
<th>Fusion Scheme</th>
<th>Max-Min</th>
<th>Z-Score</th>
<th>Tanh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank fusion</td>
<td>88.87%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product Rule</td>
<td>51.60%</td>
<td>67.64%</td>
<td>27.40%</td>
</tr>
<tr>
<td>Simple Sum Rule</td>
<td>87.49%</td>
<td>85.12%</td>
<td>86.44%</td>
</tr>
<tr>
<td>Weighted Sum offline</td>
<td>93.98%</td>
<td>91.89%</td>
<td>89.33%</td>
</tr>
<tr>
<td>Weighted Sum online</td>
<td>90.45%</td>
<td>85.23%</td>
<td>89.69%</td>
</tr>
<tr>
<td>Adaptive Method</td>
<td>95.48%</td>
<td>92.01%</td>
<td>94.69%</td>
</tr>
</tbody>
</table>

Table 5. Rank-one recognition rates of 2D modality, 3D modality and their fusion: (I) Neutral vs. All; (II) Neutral vs. Neutral; (III) Neutral vs. Non-Neutral.

<table>
<thead>
<tr>
<th>Modality</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D + 3D</td>
<td>95.48%</td>
<td>98.64%</td>
<td>90.65%</td>
</tr>
<tr>
<td>2D</td>
<td>85.31%</td>
<td>89.54%</td>
<td>76.63%</td>
</tr>
<tr>
<td>3D</td>
<td>84.07%</td>
<td>91.61%</td>
<td>67.99%</td>
</tr>
</tbody>
</table>

(H), Mean (K), Minimum and Maximum curvatures; as well as anthropometric features. Then, two similarity measures of each feature are compared: a baseline of NN with the Euclidean distance and SRC. Table 1 lists rank-one recognition rate of each feature on the FRGC v2.0 dataset. SRC is not applied to 3D point-clouds which are directly matched using ICP.

From Table 1, we can see that SRC performs better than NN for each feature studied here and this improvement is significant in 2D modality. All the individual 3D and 2D features do not provide enough distinctiveness for representing faces, only displaying 79.72% with the best 3D feature by tangent vectors and 77.89% with the best 2D feature by Gabor filters. The following two tables show the performance of these features on facial expression variations.

Table 2 displays the performance of each feature in the case of Neutral vs. Neutral. As we can see from the table, all the features, either 3D or 2D, achieve better performance than the case of Neutral vs. All. Still, none of these 3D or 2D features reports enough distinctiveness for face recognition, and the best rank-one recognition rate is 89.64% by tangent vectors. With an average gain of about 10 percent, the most significant improvement is achieved by 3D features, confirming the intuition that 3D facial shape descriptors are much more sensitive to facial expression variations than 2D features. This intuition is further confirmed by figures in Table 3 which evidences performance degradation is much greater for 3D features than the 2D ones in the case of Neutral vs. Non-Neutral.

Table 4 compares the proposed adaptive score level fusion strategy with some other popular fusion approaches using three normalization schemes. As we can see from the table, all the fusion strategies, with the exception of product rule, when combined with the Max-Min normalization, ameliorate rank-one recognition accuracy as compared with the performance of individual features either in 3D or 2D. This result further confirms that 3D and 2D features are complementary modalities whose adequate fusion can improve the final decision. Moreover, the fusion strategies by the proposed two weighted sum rules, both the offline and online, perform better than the other fusion methods including rank fusion, product rule and simple sum rule. They display the best performance (95.48% recognition rate) when they are further combined according to the proposed adap-
Table 6. Some comparison results.

<table>
<thead>
<tr>
<th>Adaptive fusion</th>
<th>EER</th>
<th>VR@0.1% FAR</th>
<th>Rank-one RR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gokherk et al. [13]</td>
<td>0.009</td>
<td>97.03%</td>
<td>95.48%</td>
</tr>
<tr>
<td>Mian et al. [26]</td>
<td>–</td>
<td>–</td>
<td>95.45%</td>
</tr>
</tbody>
</table>

Table 5 shows performance of 2D modality, thus only fusing 2D features, 3D modality with all the 3D features and multimodal 2D-3D on the three predesigned experiments. These figures further evidence that 3D shape related features perform slightly better than 2D features in the presence of the neutral expression and unfortunately drop much more quickly in performance than 2D features in the presence of the non-neutral expression.

Table 6 compares performance achieved by the proposed adaptive score level fusion technique with the state-of-the-art. The proposed adaptive score level fusion scheme displays comparable performance, and it is worth emphasizing that the focus of this work aims at studying the distinctiveness of some popular 3D and 2D features and the potential benefit of their fusion for the task of face recognition.

7. Conclusion

In this paper, we studied and compared the distinctiveness of popular features extracted from both the registered 2D face images and 3D face models and the benefit of their fusion for the task of 3D face recognition. Sparse Representation Classifier was explored to calculate all similarity measures compared with the ones by a baseline of NN. We also proposed an adaptive score level fusion based on weighted sum rule. The weight associated to each feature combines the offline weight computed using the EER value on a learning dataset with the online one from the matching scores. Tested on the FRGC v2.0 dataset, the best 3D and 2D features display a rank-one recognition rate of 79.72% and 77.89% respectively using SRC while the novel adaptive fusion scheme achieves 95.48% accuracy with 97.03% verification rate at 0.001 FAR.

This study shows that: 1) none of these 2D texture and 3D shape related features is distinctive enough for reliable face recognition; 2) 3D shape based features perform better in the case of Neutral vs. Neutral than its counterpart 2D texture related ones, while they prove much more sensitive to facial expression variations; 3) 2D and 3D features are complementary and their competitive fusion generally ameliorates overall performance; 4) the new adaptive fusion strategy shows its effectiveness when fusing these non-discriminative 2D and 3D features.
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