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Abstract. In this paper, we propose a novel approach for action classifi-
cation in soccer videos using a recurrent neural network scheme. Thereby,
we extract from each video action at each timestep a set of features
which describe both the visual content (by the mean of a BoW ap-
proach) and the dominant motion (with a key point based approach).
A Long Short-Term Memory-based Recurrent Neural Network is then
trained to classify each video sequence considering the temporal evo-
lution of the features for each timestep. Experimental results on the
MICC-Soccer-Actions-4 database show that the proposed approach out-
performs classification methods of related works (with a classification
rate of 77 %), and that the combination of the two features (BoW and
dominant motion) leads to a classification rate of 92 %.

1 Introduction

Automatic video indexing becomes one of the major challenges in the field of in-
formation systems. Thus, more and more works focus on automatic extraction of
high-level informations from videos to describe their semantic content. “Event-
based” and “Action-based” classification methods are therefore progressively re-
placing low-level-based ones, in many applications (closed-circuit television, TV
programs structuration...). Especially, sport videos are particularly interesting
contents due to their high commercial potential. Several works have dealt with
this problem, and can be separated into two main categories. The first one [1]
tends to classify sports actions with semantically low-level labels, without us-
ing a priori information about the studied sport. On the opposite, the second
one [2] extracts high-level semantic information from the sport actions and are
domain knowledge-based. Recently, Ballan et al. [3] have proposed a generic
approach which is able to semantically classify soccer actions without using a
priori information, by relying only on visual content analysis. This approach was
experimented on the MICC-Soccer-Actions-4 database [3], which contains four
action classes : Shot-on-goal, Placed-kick, Throw-in and Goal-kick. Ballan et al.
obtained classification rates of 52, 75 % with a k-NN classifier and 73, 25 % with
a SVM-based one.
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However, most existing methods make little use of the temporal information
of the video sequence. In particular, the evolution of shape over time is not
treated. In this paper, we advocate the use of learning machines adapted for
sequential data. In this context, Long Short-Term Memory Recurrent Neural
Networks [4] are a particular type of recurrent neural networks that are well-
suited for sequence processing due to their ability to consider the context.

In this paper, we propose an LSTM-RNN scheme to classify soccer actions
of the MICC-Soccer-Actions-4 database [3] using both visual and motion con-
tents. The next section describes the outline of the proposed approach. Then,
we present in Sect. 3 the visual and dominant motion features that will be used
to fed the classifier. LSTM-RNN fundamentals and used architecture will be
outlined in Sect. 4, focusing on their abilities to classify sequences. Finally, ex-
perimental results, carried out on the MICC-Soccer-Actions-4 database, will be
presented in Sect. 5.

2 Proposed Approach

The outline of the proposed approach is shown in Fig. 1. The aim is to classify
soccer video sequences that are represented by a sequence of descriptors (one
descriptor per image) corresponding to a set of features. The choice of those fea-
tures is crucial for the successful classification (see Sect. 3). A Recurrent Neural
Network (RNN) containing Long Short-Term Memory [4] (LSTM) neurons is
trained to categorize each action type based on the temporal evolution of the
descriptors. To that aim, descriptors are presented to the neural network (one
descriptor per timestep) which makes a final decision based on the accumulation
of several individual decisions (see Sect. 4).

Fig. 1. Proposed classification scheme

3 Feature Extraction for Action Representation

We have chosen to describe the content of the video sequences by considering
both their visual aspect, characterizing the objects appearance, and the motion
present in the scene.
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3.1 Visual Content Representation: A Bag of Words Approach

Bag of words (BoW) are widely used models in image processing, and particularly
in object recognition. The main idea is to represent an image by means of an
histogram of visual words, corresponding each to a set of local features extracted
from the image. In most cases, these features are SIFT descriptors [5].

In the proposed work, the appearance part of our descriptor is inspired by
the work of Ballan et al. [3] where a video is represented by means of a sequence
of visual BoW (one BoW per frame). To that aim, we generate a codebook of
30 words (empirical choice) resulting of a K-means classification applied to a
large number of images extracted from the database. Then, for each video we
associate a sequence of descriptors (one per image) having the same size as the
codebook and containing values that encode the occurrence frequency of words
present in the sequence. Such a representation allows us to take into account
the visual content relative to the scene and also to modelize transitions between
images by means of the appearance and the disappearance of words.

3.2 A SIFT-Based Approach for Dominant Motion Estimation

In addition to the appearance descriptor described above, we propose to intro-
duce another feature, that we called dominant motion, to describe the movement
represented by the largest number of elements of the scene. Obviously, for a sport
video with a global view of the playing field (which is the case of all actions of
the database MICC-Soccer-Actions-4 ), the dominant motion is assumed to be
the one related to the camera. We made the assumption that the camera’s move-
ment is affine, which is generally true. The idea is then to estimate the affine
transformation T between an image It at time t and an image It+1 at time t+1.

To that aim, we tend to match SIFT points extracted from each two successive
frames of the video. A Kd-tree algorithm is used to accelerate the nearest neigh-
bor search process. We reject the interest points corresponding to the TV logos
which tend to impose a null motion. Thus, we perform a pre-processing step,
inspired by the work in [6], which consists in detecting and blurring these logos.
Once SIFT matches are computed, we robustly estimate the affine transforma-
tion while ignoring outliers (e.g. moving players) using the RANSAC algorithm
[7], aiming at only preserving matches corresponding to the dominant motion.

4 Action Classification Using LSTM-RNN

Once the descriptors presented in the previous section are calculated, image by
image, for each feature (bag of visual words and dominant motion), the next step
consists in using them to classify the actions of the video sequences. We propose
to use a particular recurrent neural network classifier, namely Long Short-Term
Memory, in order to take benefits of its ability to use the temporal evolution of
the descriptors for classification.
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4.1 Long Short-Term Memory Recurrent Neural Networks

Recurrent Neural Networks (RNN) are a particular category of Artificial Neural
Networks which can remember previous inputs and use them to influence the
network output. This can be done by the use of recurrent connections in the
hidden layers. Nevertheless, even if they are able to learn tasks which involve
short time lags between inputs and corresponding teacher signals, this short-term
memory becomes insufficient when dealing with long sequence processing.

The Long Short-Term Memory (LSTM) recurrent architecture was introduced
by Schmidhuber et al. [4] in order to provide remedies for the RNN’s problem
of exponential error decay. This is achieved by adding a special node, namely
constant error carousel (CEC), that allows for constant error signal propagation
through time. The second key idea is the use of multiplicative gates to control
the access to the CEC.

LSTM have been tested in many applications (CSL learning, music improvi-
sation, phoneme classification...) and generally outperformed existant methods.
LSTM have also been used in [8] to structure tennis videos by modelizing tran-
sitions between shots, but without analysing their content. In this paper we
propose to give as input to the LSTM the extracted features presented in sec-
tion 3 at each timestep, and train the LSTM network to classify the sport’s video
sequences.

4.2 Network Architecture and Training

In our experiments, we used a recurrent neural network architecture with one
hidden layer of LSTM-cells. The input layer has a variable size depending on
which features are set as input (see Sect. 5). For the output layer, we used the
softmax activation function, which is standard for 1 out of K classification tasks
[9]. The softmax function ensures that the network outputs are all between 0 and
1, and that their sum is equal to 1 at every timestep. These outputs can then be
interpreted as the posterior probabilities of the actions at a given timestep, given
all the inputs up to the current one. Finally, the hidden layer contains several one-
cell unidirectional LSTM neurons fully inter-connected and fully connected to
the rest of the network. We have tested several configuration of networks, varying
the number of hidden LSTM, and verified that a large number of memory blocks
leads to overfitting, and the opposite leads to divergence. Thus, a configuration
of 150 LSTM was found to be a good compromise for this classification task. This
architecture corresponds to about 105 trainable weights depending on the input
size. The network was trained with Online-BPTT with learning rate = 10−4

and momentum = 0.9.

5 Experimental Results

All the experiments presented in this paper were carried out on the MICC-
Soccer-Actions-4 dataset [3] with a 3-fold cross validation scheme. In order to
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Table 1. Summary of obtained results

Classification rate

BoW + k-NN [3] 52,75 %

BoW + SVM [3] 73,25 %

BoW + LSTM-RNN 76 %

Dominant motion + LSTM-RNN 77 %

BoW + dominant motion + LSTM-RNN 92 %

study the neural classifier’s efficiency and to compare to those used in [3], we
have learnt such a network taking as input only the BoW descriptors. The code-
book described in subsection 3.1 was used to calculate visual word frequency
histograms, retaining 30 entries that we use as input of the network. Classifica-
tion results are reported in table 1, and compared to those presented in [3]. We
also present the confusion matrix in Fig. 2-(a).

Table 1 shows that the neural classification scheme largely outperforms the
k-NN-based approach and gives better results than the SVM-based one. We
have then tested the contribution of the dominant motion descriptors using a
network with only 6 inputs (see subsection 3.2). The confusion matrix relative to
the classification results is shown in Fig. 2-(b). Results are comparable to those
obtained by the BoW-based approach - this is a surprisingly good result given
that only camera motion information has been used without any appearance
information or local (player) motion.

Furthermore, Fig. 2-(a,b) shows that informations provided by the visual ap-
pearance and the dominant motion are complementary. Indeed, the dominant
motion-based approach is particularly suited for the classes throw-in and shot-
on-goal because of the representative camera motion existing in these actions
(non-moving camera for the first and zoom on the goal-keeper at the end of
the action for the last). On the other hand, the classes goal-kick and placed-kick
present highly similar camera movements but distinct characteristic visual words
apparition’s order.

Fig. 2. Confusion matrices : (a) - BoW-based approach (b) - Dominant motion-based
approach (c) - Combination of the BoW and the dominant motion
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Therefore, we propose to combine both informations and train a network with
an input layer’s size of 36 (which corresponds to the concatenation of the dom-
inant motion and the BoW). This network enables us to reach a classification
rate of 92 % (see table 1 and Fig. 2-(c)), which outperforms the results corre-
sponding to the use of only one type of features, and is, to our knowledge, the
best published result on the MICC-Soccer-Actions-4 dataset.

6 Conclusion and Future Work

In this paper, we have presented a recurrent neural scheme for soccer actions clas-
sification by considering both visual and dominant motion aspects. Experimen-
tal results (see table 1) on the MICC-Soccer-Actions-4 database show that the
LSTM-RNN proposed approach is superior, for this application, to SVM-based
and k-NN-based ones. Furthermore, we have demonstrated that camera motion
descriptors contain as many discriminant information as visual ones (reaching a
classification rate of 77 %). We have also shown that the combination of the two
information leads to a classification rate of 92 %, which is the best published re-
sult on this dataset. More generally, we have demonstrated that LSTM-RNN are
able to learn to classify variable length video sequences taking as input features
of different nature automatically extracted from the video.

As future work, we plan to verify the genericity of the approach by testing it
on other, more-complex video databases. We also plan to jointly learn feature
extractors and classification network using a Convolutional Neural Network-
LSTM approach.
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