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Résumeé

Les systemes pervasifs visent a intégrer des ssr¥ournis par des dispositifs répartis
communicants. De tels environnements ont commecbbjd'optimiser l'interaction de
l'utilisateur avec les dispositifs intégrés, pagraple en permettant a I'utilisateur d'accéder a
I'ensemble des informations disponibles et en add@pmtelles-ci aux conditions matérielles
effectives (qualité de service réseau, caractquei du matériel de connexion). Cela
impose aux applications d'adapter dynamiquememrtur | fonctionnement aux

caractéristiques de I'environnement (notion de texte d'exécution”).

Pour réaliser cette adaptation il est importanddgposer d’'un mécanisme efficace de
capture et gestion du contexte et d’'un mécanismaidennement approprié. La gestion du
contexte comprend la représentation, l'agrégatibnterprétation, le stockage et le
traitement des données contextuelles. Le raisonmeast le processus de déductions des

nouveaux faits a partir des données contextueliesroées.

Dans cette thése, nous proposons un modele sémmamimt riche pour la
collaboration, la représentation et la gestion datexte. Nous utilisons un modele de
représentation du contexte fondé sur une approghade utilisant des ontologies et des
bases de données relationnelles (homme modéle HCelybrid Context Management
model). Le modele HCoM utilise l'ontologie pour maodélisation et la gestion des
métadonnées riches en sémantique du contexte, sthiéma de la base de données
relationnelles pour la modélisation et la gesti@s données brutes du contexte. Les deux
sont liés a travers des relations sémantiques roiitsstlans I'ontologie. La séparation des
ces deux éléments de modélisation nous permetraii@xt charger, partager et utiliser
seulement les données du contexte relevant afinimger la quantité de données dans

I'espace de raisonnement.

Les éléments constitutifs du modele HCoM sont lesnées contextuelles brutes,
I'ontologie et les régles de inférence. Ces élémeant organisés dans un modele que nous
appelons EHRAM:Entité, Hiérarchie, Relation, Axiomet Métadonnée EHRAM est
mappé a un schéma de base de données relatioppelida représentation des données
contextuelles et permet une représentation conipagibec les langages a bas de balises
pour son ontologie et ses regles d’'inférence.



Cette richesse de modélisation nous permet detiedleer de maniere efficace les
informations contextuelles pertinentes et aingnékorer les performances du processus de

raisonnement mis en oeuvre dans l'analyse du dentgéexécution.

Nous présentons également la plateforme logicelt@égration de services pervasifs
qgue nous avons développée (nommé CoCACdallaborative Context-Aware service
Plateform). Cette plateforme s'appuie sur la méthodologi¢estmodeles de représentation
et de gestion du contexte proposés dans la theHle. germet une interaction
"contextualisée” des services fournis par les digii® participants, offrant en particulier
des mécanismes d'adaptation au contexte et dendBelment proactif ou réactif de services
en réponse a une évolution du contexte. Cettefptate implémente le protocole JXTA
dans ses composants de collaboration et utiliskbtairie JENA pour le raisonnement

(déclaration et interprétation des regles d'anatyseontexte).

Des démonstrateurs ont été développés et teatéalht |'utilisation de la plate-forme
dans trois cas d'utilisation liés a des domaingdiGgiifs variés : les réseaux sociaux,

I'népital intelligent, I'adaptation d'IHM au contex
Les résultats obtenus illustrent la performance, rdbustesse et l'extensibilité de

l'approche proposée.

Les Mot clé: Informatique Pervasif, Réactivité au Contextentegte Modélisation,

Raisonnement Sémantique, Ontologie du Contexterrirdtique Collaborative.
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Abstract

Pervasive or ubiquitous computing aims to integratanputing and computing
appliances into the environment rather than haemgputers as distinct objects. This can
be realized through applications that adapt thehalior to every changing environment.
Such systems need to ensure that the adaptive ibeleaperienced is useful, relevant, non-
distracting and consistent with individual and ergational goals. Such adaptation needs
proper capturing, management and reasoning of &othgtchanging context. Context
capturing involves extracting relevant context dathout selected entities in the
environment. Context management deals with reptasen, aggregation, interpretation,
storage and processing of context data. Contexdondag is the process of drawing
inferences or conclusions (unknowns) from knownsfasing information from the various

sources of context.

The computationally intensive characteristics afteat reasoning process, the presence
of handheld or wearable, tiny and resource hungmpmuting devices, and the lack of a
semantically rich context model have been a battiknfor the development of such
applications. Moreover, most of the current contextire systems are based on ad-hoc
models of context, which causes lack of the dedweahality and expressiveness. They do
not separate processing of context semantics frmoepsing and representation of context

data and structure.

In this thesis, we propose a semantically rich arllaborative context representation
and management model that uses a hybrid of ontolagy database management
approaches (called HCoM model: Hybrid Context Mamagnt model). HCoM model uses
ontology for modeling and management of context esgios and relational database
schema for modeling and management of context d&ese two modeling elements are
linked to each other through the semantic relationgt in the ontology. Separation of the
two context modeling elements allows us to extrémad, share and use only relevant
context data into the reasoner in order to lim@& #&mount of context data in the reasoning

space. By doing this, we considerably improve thidggmance of the reasoning process

The building blocks of the HCoM model are contextal context ontology, and
deduction rules. These data elements are orgamted context representation structure
(called EHRAM: Entity, Hierarchy, Relation, Axiormd metadata). EHRAM is a graphical
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context representation structure that serves amgext conceptualization model. EHRAM
is mapped to a standard relational database schHemaepresentation of its context
component and is serialized to markup languagesefmesentation of its ontology and rule

component.

We also present a domain independent context-awadelleware platform (called
CoCA: Collaborative Context-Aware service platforaryder which our proposed context
management model is implemented and used. CoCAdatasorganized into the HCoM
model as its data source and provides reasoninglacidion services based on changing
contexts. It triggers proactive and/or reactivacast and provides a collaboration interface
between the pervasive peers. CoCA collaboratiobased on JXTA protocols and its

reasoning is based on Jena framework.

To evaluate the scalability and extensibility oé throposed model, reusability of the
platform and performance of the collaboration pssceve have developed a test case of the
use of our context model in the platform using datan multiple scenarios: Community

based network in a campus, smart hospital and atiapiof HCI to context.

Results obtained from our experiment show that @megbto other related works in the
domain, our approach gives a robust, extensiblesgathble model and platform for the

development of context-aware applications in pewasnvironment.

Keywords: Pervasive Computing, Context-Aware Computing, t€sn Modeling,

Semantic Reasoning, Context Ontology, Collaborafieenputing.
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Résumeé Etendu

Services Pervasifs Contextualisés
(Modélisation et Mise en (Euvre)

1. Introduction

Le nombre croissant d’'ordinateurs et d'utilisateuddnternet a conduit au
développement de structures de coopération telles lg technologie pair-a-pair en
informatique qui a un grand potentiel d’évolutivitéintégration des clients mobiles dans
un environnement distribué et la mise en réseahoaddes composants dynamiques
deviennent de plus en plus importantes dans tausidenaines d'application. [Mattern,
2003] a indiqué que, vu le progres technique cangim informatique et en communication,
nous nous dirigeons vers l'utilisation de réseaufermatiques tout englobant nommeée
I'informatique pervasibu ubiquitaire.

Les systemes de l'informatique pervasif visent apéer leur comportement en vue de
répondre aux besoins des utilisateurs suivantdagément du contexte de I'environnement
et de ses composants. Les dispositifs pervasifgigtant une connexion ad-hoc entre eux et
peuvent étre connectés aux différents types d'a&ipacapturant les changements dans
I'environnement. La Figure 1 montre le flux danghaine de I'évolution de l'informatique
centralisée a l'informatique pervasif tel que pnésgar [Satyanarayanan, 2001] et [Strang,
2004]. Cette classification présente le probleme réactivité au contexte (context
awareness) au cceur du probleme de l'informatiqneapié Avec l'addition de nouvelles
composantes de la chaine, la complexité de cesepnes augmente de fagcon multiplicative
(O) plutdt que de la facon additivel).

Centralized 0 Distributed [ Mobile 0 Pervasive
Computing Computing Computing Computing
Remote Communication J Mobile Networks Context Awareness

Fault Tolerance & availability Mobile Information Access

Remote Information Access Adaptive Applications

Ad-hoc Networks
Smart Sensors & Devices
Research Problems
0 0 0—

Figure 1: Réactivité au contexte dans la chaine d'évolution de I'informatique

1.1 Motivation

En voici un scénario pour motiver l'informatiqueryasive réactive au contexte : le
scénario de I'hopital intelligent. Considérons udpital intelligent ou des patients, des
infirmiéres, des médecins, etc. sont impliqués. pdapns que I'hopital est équipé de
technologies (matériel et logiciel) de capteur detexte dans les chambres, les couloirs et
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le jardin a la disposition des individus impliquén systeme de l'informatique pervasive
réactive au contexte adapté pour la surveillande stivi des patients dans les hopitaux
aide a minimiser l'engagement des spécialistes aatvités moins importantes.

L’intervention humaine pourrait étre nécessaire@uament lors d’une alerte par le systeme.

La Figure 2 illustre un cas d’utilisation spécifeqdu scénario de I'hépital intelligerin
matin, le docteur Pascal et ses collegues sontanion de consultation hebdomadaire (1).
Michel, le patient, est dans un jardin pour prafitkr soleil matinal (2). Soudain, Michel se
sent épuiser et tombe par terre (3). Les portaldedes insignes qu'il porte remettre
immédiatement tous les informations nécessairedispositif informatique se trouvant a
proximité (4). Ensuite le systeme envoie (5) unsags d'alerte a Ada (6), l'infirmier, sur
son téléphone intelligent (7). Sachant égalemesnthieraires du docteur Pascal, de son
agenda, qu'il est dans la réunion, le systeme dfdrme (8) par message SMS sur son
téléphone cellulaire qui clignote la lumiere rougela réception de ce type de message
d'urgence quand il est en réunion. La camera facgaadin (9), ou Michel est situé, est
activé et son image est envoyée (10) a l'ordinatentral pour I'adapter et la diffuser (11,
12, 13) a tous les terminaux concernés (14, 15, €3 secouristes (17) sont également
informés (18) de la situation. A la suite, Michat @mené (19, 20) au chambre de
traitement (21) par les secouristes d'urgence. betelr Pascal, qui a déja été au courant
de la situation actuelle de son patient, a faittesules consultations nécessaires (22, 23,
24), la préparation de médicaments appropriés esildéja dans la salle de traitement (25).
Ada est également dans la salle de traitement§@6) fournir I'aide nécessaire au patient.

Secretary & PC room Eemergency team

Figure 2: Scénario use case dans I'h6pital intelligent
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Ce travail est donmotivépar deux observations principales que nous awelpsées au
sujet de I'environnement de l'informatique pervasit le systéme réactif au contexte : la
nécessité d'un modeéle de gestion du contexte dawcadre générique et la nécessité d’'une
plateforme pour développement des systemes réaativeontexte dans l'informatique
pervasive.

2. Modélisation de contexte: Le modele EHRAM

Nous considérons le contexte comme un terme opéredi dont la définition dépend de
I'intention pour laquelle il est recueilli et denferprétation des opérations sur une entité
plutbt que les qualités intrinséques de I'entitélest opérations eux mémes. Une chose
servant de contexte pour une personne pourraiagad’gre pour une autre. Aussi, un objet
servant de contexte dans certaine situation poarpamnsonne particuliere ne pourrait pas
étre importante pour la méme personne dans une sitiiation. Donc, le contexte est une
réponse a la gamme de questions comme: commerguand, quoi, qui et quel sur I'entité
descripteurs et leur interaction entre eux quichffiet des actions prises ou des actions

admises par les entités.

2.1 Le modele EHRAM

Nous présentons maintenant notre nouveau modeleepi@sentation de contexte
nommé EHRAM. EHRAM est un méta modéle qui utilisensemble d'entités (E),
ensemble de la hiérarchie (H), 'ensemble de wmiati(R), 'ensemble de relations de
axiomatique (A) et lI'ensemble de métadonnées (M)r peprésenter des données du
contexte et son sémantique. Le nom EHRAM est comples initiales des composantes
d’EHRAM décrites ci-dessous.

» E est'ensemble d'entités pour lesquelles on cagéucontexte.

* H est I'ensemble de relations qui forment un grapbgclique dirigé inversement
(DAG inversé) sur les entités. Leseudsdu graphe représentent des entités et les
arcs du graphe représentent des relations hiérarchidimstité racine qui se trouve
au sommet de la hiérarchie du graphe est une ghtitdle nommég€ontextEntity

* R signifie I'union de I'ensemble des relationeRR,. Re est 'ensemble des relations
ayant leur domaine et leur range de I'ensemble FedR I'ensemble des relations
définies a partir des entités E aux littéralesésentant les attributs de I'entité.

« A est I'ensemble des relations axiomatiques. Unatiogl axiomatique est une
relation sur des relations. Par exemple, si n@fisidsons une relation comme une
relation transitive, alors, robéit la propriété (axiome) transitivité: (&, &) and (e,
r, &) => (&, n, &).
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M est 'ensemble de métadonnées sur une instaneeadieon définie. Par exemple, si

nous avons une déclaration qui dBob a indiqué qu’Alice est située dans le jardin
ce matirl. Les expressions qualificatives comnigob a indiqué et "ce matiri sont
des métadonnées de la déclaration faite au suliced. Elles répondent aux
guestiongjui etquandconcernant le contexte de base.

Entity .

€Y ContextEntity
i

Key

|
|
|
‘transitive s by inverse —— L]
! i: axiom vl
I il Ghpaiaieiop e B S
(b) isa : isa |isa, .......___.__|isa
| Ent|ty (sub) | |[Entity (sub)| Entity (sub)| |Ent|ty (sub) |7 >
F A AT
J o e e instanceO| =~
i1 by symetric by sameAs et | >
Iv axiom axiom @

Figure 3: Représentation des composants de 'TEHRAM

D Literal value

Entity
Hierarchy

Relatior
Axiomatic

M etadata

La figure 3 est une représentation graphique dtrilecture de 'TEHRAM qui montre les

hiérarchies, les entités,

les relations d'entitles relations d’attributs,

les relations

axiomatiques, les métadonnées et les couches athed@a) est la couche générique et

couche (b) est la couche de domaine.

ContextEntitg

AN

isa ihasStartTime locatedwith_

ise

hasMemor'¥

isa

Activity  |[<

Device

hasPrecisio:

by symetric axiom

isa

-

isa

isa

ise

Meeting Patient || Doctor

Phone

owns
by inverse axio

hasBodyTemp

39.5

instanceOf ' _ hasDocta ? instanceOf
hBob “hasbocte ﬁ

1>

instanceOf

SPhoneOOQﬂ

hasMemory

<- -

Figure 4: Un exemple des composants de 'TEHRAM

Un exemple qui représente des composantes du mB&##&M en utilisant quelques
données issues de l'application dans un domainecaté@st donné dans la Figure 4.
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Certaines relations dans le diagramme sont défiaievoir les axiomes associés et
certaines ont des métadonnées. Des exemples tlerrglgui ont les axiomes associés sont :
(Person, locatedWith, Devireet (Pascal, owns, SPhone0Q95Dans le diagramme,
« locatedWith »est défini comme une relation symétrique et oblémc a la propriété
(axiome) symétrique. De méme, puisquewns »est défini comme étant l'inverse de
«hasOwner p il obéit a la propriété (axiome) inverse qui g$iign que la relation
(SPhone0095, hasOwner, Pascadst automatiguement vraie. La relatidgRerson,
engagedlin, Activité)a une métadonnée qui raconte sa précision repéésepar
hasPrecision

De plus, un axiome est une phrase, une propositiomne régle qui est considérée
comme valide, et qui sert de point de départ naoesst la logique de I'expression formelle
pour déduire et inférer logiquement. La descriptib® certains axiomes génériques :
sameAsinverse symeétriguegttransitivessont présenté comme :

OrR symmetric(r)= (Ue,e, O E, r(g,e) = r(exer))
Or0R transitive(r)= (Uey, e, 6 O E, r(a,e) (e, e3) = r(e,&))
Ory,r20R inverse(t,r2) = (Dey,e0 E, n(en,e) = r(e,e1))

Ory,r.0R sameAs(ir,) < (Den,ed E, n(e,e) = r(e,e))

De méme, les relations axiomatiques basées swnmide d'application sont utilisées
pour indiquer des axiomes et des régles qui soiisést pour en déduire d'autres
connaissances utiles pour le raisonnement. Panm@ge nous pouvons créer des regles de
déduction basées sur le domaine d’application dt ggrvent comme axiomes de
raisonnement dans le domaine.

Od instanceOf Doctor, p instanceOf Patient: hasD¢uid) [0 engagedinActivity(p,

takeTreatementy> engagedInActivity(d, giveTreatement)

Dans le modele EHRAM, les métadonnées représeatentelation qui décrit I'instance
d’'une autre relation. Par exemple, si on nous ddhn®rmation contextuelle Patient
isLocatedin Gardeh a partir de cette déclaration, nous pouvonssal@ire d'autres
déclarations pour répondre a des questions commiea@onné cette information? Quel
service est utilisé pour rapporter l'information@a@Qd s’est-il passé? L'information, est-elle
exact? Pourquoi le sujet est-il dans cet état?V@ttel se passer apres? etc.

2.2 EHRAM et 'TUML
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Une trace incrémentale des concepts en EHRAM all'lgst donnée comme suit. Un
schéma de la classe de 'UML basé sur cette trstogomné par la Figure 5.

ContextEntity T
«métaclasse» }
symmetricProperty !
P |
| o)
instanceOf | -
! e
T s
| |
| 5
- - L e
Environment Service Network locatedWith } 3
P |
engagedinMetadata - !
“hasPriority : float |
|
Device Activity ‘ Person Location !
0. } 1. }
‘ |
|
-engagedin = = = !
inverseRelationAxiom —
-inverseOf : string i
|
\ \ = \ o
Treatement Meeting -engagedin Doctor AN 1. Patient ! g
= -hasTemperature : float | %
|
* * -hasDoctor 5
<
7 3
S
0.* -givesTreatement 1.* |
0.* -takesTreatement 1.% }
____l
T
-takesTreatement |
|
|
Meeting001 : Meetin inverseRelationAxiom i
physicalCheckup : Treatemen -inverseOf : string = hasPatient ! %’
-1
% 1o
3
-givesTreatement | _engagedinMetadata // 'z
engagedin | |hasPriority : float = 0.75 e '3
’ 1@
/ |
/ !
Doctor001 : Doctor ,/ Patient001 : Patient |
’ |
-hasDoctor o

Figure 5: Représentation d'UML du modele EHRAM
» L’entité dans le modele EHRAM peut étre représentée paclassede 'UML.

* Le concept de la relatiomiérarchiqguedans le modéle EHRAM peut étre représenté
par la relation de généralisation dans I'UML.

» La relation de I'entitédans le modéle EHRAM peut étre représentédapeglation
d'associationen UML, etla relation de I'attributdans le modele EHRAM peut étre
représentée en utilisant lettributsde la classe de 'UML.

* La relation axiomatiquadans le modele EHRAM peut étre représentée conmmee
classe d’associatiomans 'UML. Le concept denéta-classepeut également étre
utilisé pour représenter les propriétés axiomasque
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 La meétadonnéedans le modéle EHRAM peut étre représentée yer classe
d'associatiordans I'UML.

Certaines des limites de 'UML pour représenteméta modele EHRAM peuvent étre
surmontées par l'utilisation deséta-classegt desclasses d'associatiolfCependant, nous
avons encore un soutien limité pour la représemtatie 'aspect sémantique des données
contextuelles. Enfin, les outils de modélisationl't# ML ne peuvent étre utilisés qu’en
partie pour formaliser la représentation du modgh#RAM. Nous allons donc continuer
d'examiner d’autres méthodes.

2.3 EHRAM et les modéles relationnels

Etant donné I'ensemble d’entités E et I'ensemblesaleurs V (tires des entités et des
valeurs littérales), la relation R est le sous-pride du produit cartésien de E et V.

RO {(ey,v): @ OE, v OV}

Nous sommes intéressés par tous les éléments quin @ens :
(e,v))0J R qui peut aussi étre représenté par :

{R(ei,vj): (a,v;)R} ou dans une forme plus linéaire
{(ei,R,v): (e,v)CR}

Ce triplet peut étre utilisé pour définir un cortefC), comme suit:

C={e ,.r v j,k):e « OE,r OR,v ,, 0OV}

En utilisant le contexte C, des méta-données CHll naieta-relations RM et des méta-
valeurs VM :

CM={c ,,rm ,,vm ):c
CM={((e

. 0C,rm  ORm,vm , 0OVm}ou
N Y j), rm ,,vm p): e UEr kDR,ijV,rmIDRM,vn'LD VM}

Exemple de contexte avec des métadonnées.

(“Pascal, isEngagedin, Meeting005”, hasSource, Aggn
(“Pascal, isEngagedin, Meeting005”, hasPrecisiafp)x

Pour représenter I'aspect sémantique des donnéamtiexte dans le modele EHRAM,
nous allons encore continuer a examiner d’autreébeadés.

2.4 EHRAM et le modele RDF
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La caractéristique principale des données du ctamterst qu'il posséde un acteur ou
une entité nommeéesubject » La valeur de contexte définie sursebjectest exprimée en
termes de propriétés multiples. Nous allons utillsenome <«prédicat »et «object» pour
représenter la situation dsubjecten ce qui concerne sa propriété spécifique. Cette
convention va de pair avec le formalisme de reptésen du triplet RDF<subject,

predicate, object>

Nous utilisons RDF et son extension appelée lécedibn de RDF afin de représenter la
donnée du contexte, de comparer les assertiongulegide différents témoins et de
déterminer leur crédibilité. Le messagelin is six inch tallest une affirmation de la vérité
qui commet I'expéditeur a la réalité, alors quedélaration reifiee, Marie reports that
John is six inches tdlattribue cet engagement a Marie.

iStatement XX

i isLocatedIn

willBeClosedAt
@en/ . «22 :00»

Figure 6: La représentation de la métadonnée de contexte en utilisant réification

E High-order statement about statement XX
E hasTimeStamp «11 40»

E isReportedBy «SEensoréSy

E hasAccuracyOf «88%»

« 88%» « Sensor#s5 » « 11 :40»

ns ‘hasAccurac) ns:isReportedB ns :hasTimeStamp

Blank node (ns:XX)

rdf :type rdf :subject rdf :predicate \I'df :object

rdf :statement @ ns :locatedin @

rdf :type ns :hasClosingTim

@ « 22:00 »

Figure 7: Modéele de RDF pour les métadonnées de contexte réifiées
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De la méme maniére, des données réifiées de RDfenpant chaque déclaration
originale comme une ressource et les nouvellesad#mns faites a ceubject Les quatre
propriétés utilisées pour modéliser la déclarabdginale de la ressource de RDF sont le
subject le predicate l'objectet letype Une nouvelle ressource ayant ces quatre propriété
représente la déclaration originale et peut étiéséitcommesubjectou object d'autres
déclarations avec ses déclarations additionndliegigure 6 montre une démonstration de
la représentation de métadonnées utilisant la gdia da la réification du contexte. La
figure montre un exemple de la déclaration tripbmb locatedIn library. Cette déclaration
peut étre réifiée par méta informations supplémergaomme iSReported by sensor #,5
"hasAccuracy 88% "hasTimeStamp 11:40 todaetc. La Figure 7 illustre un modéle de
données RDF équivalent aux données du contexiéagif

3. Gestion de Contexte: Le modele HCoM

Dans ce chapitre, nous essayons d'étudier commetie rEHRAM, le modéle
conceptuel de la représentation du contexte, peet mappé au modele de données
relationnelles et au modéle de l'ontologie. Nousitmums les avantages et les inconvénients
des deux approches. Nous proposons enfin une neuapproche hybride pour la

modélisation de gestion du contexte (nommé: HCoMet)o

Une base de données relationnelle est un moddie sidlisée dans une large gamme
d’applications pour la gestion de base de donrigass le modele EHRAM, le contexte est
représenté par la combinaison des entités, deartiges, des relations, des axiomes et des
métadonnées. Dans le modéle de la base de dorglédennelle, un modele de relation
d'entité (modele ER) est utilisé pour représemgsrentités, les attributs et les relations. Un
algorithme de mappage étape par étape du model@AMHRI modele relationnel offre un
schéma de base de données relationnelle (RCDR) Figuire 8.

[| thiErtity
CEntity (P

lsA

thiRInstance

CEntity (PFRD
Relation (PFk)

WalueFrom

thlR elation I
Relation (P

FPersistence

| (thiCInstance

Elnstance (PFI)
J‘ Relation (PFK) A
Valle (PK] thlAxiom

thlEInstance
Elnstance (FI)
CEntity  (FK)

TimeStamp (P
ContextSource  (PK)

ContextHrecision

Felation (PFE)
Ao (PE)
Alalue  (PK)

Figure 8: Schéma généralisé de la RCDB
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Une ontologie peut étre utilisée pour représeresémantique, le concept des relations
et des axiomes dans les données du contexte.

Les outils de représentation ontologie fournisserd représentation largement acceptée
et formelle de sémantique de contexte dans le lotepréter et de raisonner sur les
informations contextuelles. Les outils de I'ontangcependant, ne sont bons que pour la
représentation statique des connaissances dansnuairee. lls ne sont pas congus pour la
capture et le traitement des informations dansnur@nnement dynamique et évolutif. Par
ailleurs, les langues de l'ontologie et leurs fdemae sérialisation sont textuels
(XML/RDF/RDFS/OWL) et ne sont donc pas congus dptimisation, le traitement et la
récupération efficaces des requétes de larges dsmieécontexte.

Les modeles relationnels, d'autre part, fournissdiet interfaces standard et
I'optimisation des requétes. lls fournissent deslopour la gestion de base de données du
contexte et des outils pour recevoir et envoyer m#tications sur les changements de
contexte. Le modele relationnel, cependant, n’astqonc¢u pour l'interprétation sémantique
de données.

3.1 HCoM : Un modele hybride pour la gestion de corgext

Nos rationnelles derriére la nécessité du modeteity de contexte sont : distinguer la
gestion des données du contexte et la gestion démeantique, les traiter séparément et
rassembler les résultats pour un meilleur raisommem@t support décisionnel dans le system
de informatique pervasive basé sur la réactivitécanmtexte. Nous utilisons l'approche
ontologique pour gérer la sémantique de contextaygbroche relationnelle pour gérer les
données de contexte. Nous présentons un modeledaybommé le modéle HCoM
(Hybride Contexte Management model). Le modele HGa$& a combiner les meilleurs
des deux mondes.

Le module sélecteur/d’élagage (selector/pruning)sdeiCoM fournit un moyen de
choisir et de charger qu'une partie du contextigsa des données étant donné l'ensemble
des données de contexte=Hci, ¢ ... G} et I'ensemble des données de contexte approprié
comme A=(c1,C,, ... G). Par I'élagage de I'ensemble des données dexteninappropriée
de T, on obtient les données du contexte appropridectggnnée) $ {c1, ¢ ... C}. Les
deux mesures de la performance de I'algorithmeadae sont la qualité du raisonnement
et la rapidité (des réponses aux requétes). Cesrasesle performance dépendent de la

différence entre les ensembles&k S.
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Etant donné que tous les autres parameétres sosttacs, la performance concernant la
qualité du raisonnement d'un systeme qui utiliséatjage (la sélection) des données est
inversement proportionnelle a la valeur de |P|ldfgant, la performance de la vitesse est
inversement proportionnelle a la valeur de |Q|. &mpposant qu'un processus de
raisonnement exige toujours un sous-ensemble mEeheble de contexte des données, c.-a-
d. Ac O T, est toujours vrai, la plus grande perte de vitasseient lorsque E S mais,
d’autre part, il garantit une qualité optimale. Exemple d'un modéle avec une qualité
optimale en termes de chargement des données desgins le reasoner est notre modéle

GCoM. D’autre part, le modéele GCoM souffre d’'unauwaise qualité de la vitesse.

T.=S,= A U0S,= P =0 (quality isoptimal )

Afin d'améliorer a la fois la qualité et la vites$algorithme d’élagage doit étre choisi
de telle sorte que les valeurs de |P| et |Q| SSahpnt de zéro. En termes reéels, il désigne

que le critere de sélection/élagage est pertinémtérét de |'utilisateur.

Le chargement de données seulement pertinentesnisdnila taille de l'espace de
raisonnement et réduit la surcharge inutile du omotd’'inférence pour améliorer la
performance globale du service réactivité au cdateRela aide a surmonter les limitations
de l'absence d'évolutivité de la plupart des sysgegle raisonnement a l'augmentation
constante du volume des ressources de raisonnel@est’environnement pervasif.

3.2 Une architecture pour le modele HCoM

La figure 9 montre les composants et les fonctibi@sa qui représentent une
architecture en couches du modele HCoM. Les fledaes le diagramme représentent le
flux de I'ensemble des données différentes de oslclgaque composante.

Context Filter :Recoit une instance de données d’'un nouveau centgut peuvent étre
saisies a l'aide de capteurs matériels ou de ceptegiciels, puis valide et crée le journal
de contextes a partir duquel des copies des iretathe contexte statique sont sélectionnées
et ajoutées a la RCDB pour une utilisation futlua figure 10 montre un pseudo code d'un
algorithme de filtrage du contexte. Cet algorithest activé quand le systeme fonctionne
afin de filtrer et décider si le contexte est u@lefonction de son facteur de fiabilité (lignes
9-17). Il vérifie également si le contexte est deégorie statique (lignes 19-22) qui, si c’est
le cas, doit étre stocké pour une utilisation igtére ou utilisée une seule fois.

Context SelectorUtilise les informations historiques et actuelles ltitilisateur, des
dispositifs disponibles, des politiques institunelles etc. pour choisir et charger
uniquement les données de contexte pertinentea.péeinet de surmonter les limitations de
I'absence d'évolutivité des systemes de raisonnenh@nfigure 11 montre les étapes
impliquées dans le processus de sélection.
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Rules: Les régles en CoCA proviennent de trois sourdféérentes : des regles définies
par l'utilisateur, des regles dérivées des poltigde I'entreprise et des regles dérivées de
données de I'historique des décisions prises @égnasise.

i (m) . Utilization
CoCA Core Service < > Collaboration Manager Layer
~ A
Y (') v (J) "(|)
-Mini qati Semantic Mapping of Management
Rule-Mining Context Aggrigation Context Manager Context, Rules & Ontology MEdeImg
ayer

A

()

Rules/Policy Context Data Data
— = 7 I —— Context Selector Modeling
N | | (9),| andContext and Storage
[ Rule ? [ RCDB 1 Event Handler Layer
Repository )
A A A
(d) (f)
Pre-
Rule Filter Context Filter ) Processing
Generic Layer
Ontolo
A A A A
(n) (b) (a)
. ; Acquisition
; Domain Generic
Defined Rul Context Capturing Tools/Interface
elined Rules piining Ontology Builder Ontology Layer

Figure 9: Architecture pour le modéle HCoM

Contexte-Ontoest créée a partir des couches de domaine géesrigudu modéle
EHRAM et sert d'une ontologie référentielle.

Y

RCDBest créé a partir du contexte statigue du modelRAM en utilisant le schéma
des données décrites dans la section de la maid#iisdu contexte relationnel. Cette
information est actualisée avec de nouvelles dandéecontexte statiqgue qui sont capturées
au cours de l'exécution. RCDB peuvent étre stoekéstilisant n'importe quel systeme de
gestion de base de données standard. Nous utilg8€9QL Comme un back-end pour
stocker notre base de données de contexte eigai@son schéma.

Context Manager :Integre et envoie les ressources de raisonnemergsseires du
modéle HCoM au moteur d'action de CoCA nommé RAiIDmde-push chaque fois qu’un
nouveau contexte est acquis. Cette action est Isasé@formation de déclenchement dans
la notification d'événement de contexte qui eseé go@r le module de filtre quand un
nouveau contexte est capturé.
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Collaboration ManagerBasé sur les décisions du sélecteur de contsXte'y a pas
suffisamment de données pertinentes dans I'appaailcerné, le gestionnaire de
collaboration(collaboration manager) initie 'échange du contexte entre voisins prache
Ce module utilise le principe de la superpositiamdéseau virtuel qui utilise le protocole
pair-a-pair de Jxta [JXTA, 2007].

1.  While (System_Is_Running)

2.

3. newContext=null

4. ContextBlock=new ContextClass()//context and all related data
5. repeate until newContext!=null

6.

7. newContext=ContextBlock.getNewContext()

8. }

9. reliabilityFactor=0

10.  if (ContextBlock.hasReliableSource()

11.

12. reliabilityFactor=1

13.  lelse

14.

15. reliabilityFactor=ContextBlock.estimateSourceRe liability()
16. }

17.  if (reliabilityFactor> ContextBlock.reliabilityTh ereshold())
18.

19. if (ContextBlock.hasStaticCategory())

20. {

21. ContextBlock.addContextToRCDB()

22.

}
23. ContextBlock.addContextToContextOnto()
24. ContextBlock.sendNoticeToCoCA()

25.  Jelse

26. |

217. ContextBlock.inValidContextError()
28. '}

29. }

Figure 10: Algorithme pour le filtre du contexte
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I1Algorithm for pruning non relevant entities (@efing relevant entities)

1. Input: T (set of all entities in the EHRAM hierhgcgraph)
2. E; (set of entities identified at the time of initidtion)
3. E, (set of entities specified at the time of initzaliion)
4, getProbablity() (a function to predict the probipibf occurrence based on history data)
5. getTH(), estimateTH() (functions that set threshaltlie)
?- Output: S (set of relevant entities selected froedet T) => (S1 T)
7. Lett « 0 (threshold probability for selection of entitglue between 0 and 1 inclusive)
8 Let$,$ %S S, S, S5 O
9. Letd DefaultDepth // Depth of search space for seagchetated entities 6g=1)
10. For every; O E; do
11. S - S0O{&}
12. Enddo
13. If (user has preferences)
14. For everyg; 0 E,do
15. S - SU{e}
16. End do
17. 1=getUserTH() // user specified threshold cf. Fig.24
18. End if
19. S-SUS
20. If 1=0 thent = getApplicationTH() // default user threshold Efg. 4.12
21, If 1=0 thent = getDefaultTH() // default application threshafd Fig. 4.12
29 For everye; O (T \S) do
23' p — getProbability§;, S5) // conditional probability Fig. 4.12
5 4' If (p=71)
25' S-S0 {&
' End if
26. End Do
27. SS o S‘" 0 Sl
28. g_ss
29. Depth—1
30. Repeat
3L For every\; 0 SS do // SPARQL/SQL
32. S’ « S’ 0{6;| hasRelationX;, 6)}
33. S« S 0{6;| hasRelationd, A))}
34. End do
35, S-sO¢
36. SS- §
37. S ¥
38. Depth++
39 Until Depth>
40, Return S

Figure 11: Algorithme pour la sélection du contexte pertinent
3.3 Résumé

Dans ce chapitre, nous avons présenté notre neuappproche sémantiquement riche
pour la modélisation de la gestion du contextee Htilise I'hybride de l'ontologie et des
principes de base de données pour la modélisatigrestion des données du contexte et de
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la sémantique du contexte. L'ontologie représeiaspéct sémantique des données du
contexte et le schéma relationnel représente leséls du contexte elles-mémes.

HCoM Runtime

HCoM Setup

I
:

% i

? | |
| |

|

HCoM |Initialization

Creating Context
Ontology
(Initial Contextont

Creating Context
Database
(RCDM)

Creating
Aggrigated Context
Ontology

Populate ontology
With context data
Invoke CoCA Service,

Figure 12: Flux du processus HCoM

La figure 12 montre le résumé du diagramme du BysteHCoM allant de la
configuration initiale a I'exécution finale et lavilaison des données. Les partitions
verticales montrent les quatre états: état dliatian, état de configuration, état
d'initialisation et état de temps d'exécution. Leartitions horizontales montrent les
catégories des activités.

Le modele HCoM est hybride ce qui signifie qu'ititeédes caractéristiques importantes
de I'approche ontologique, de I'approche graphiglee|’approche du langage "markup” et
de l'approche de modélisation relationnelles. AirdCoM modeéle répond le mieux aux
exigences de [Strang, 2004]: distributed compasitipartial validation, richness and
quality of information, incompleteness and ambiguiével of formality, and applicability

to existing environments.

4. Plateforme CoCA : un service collaboratif réactvecontexte

Un systeme conscient du contexte (ou géré par lgegte) doit recueillir des
informations auprés de l'environnement ou la dibmatde ['utilisateur (acquisition du

contexte), de traduire ces informations dans Im&rapproprié, combiner l'information du
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contexte afin de générer un contexte de hauteuveany d’effectuer le raisonnement, de
prendre des actions fondées sur l'information detexde, et de rendre les informations

accessibles aux autres applications et au voisinage

4.1 Acquisition de contexte : Exemple sur le positianeat a l'intérieur

Nous avons développé un systéme de localisatio® Isas le signal WiFi dans
I'emplacement intérieur ou le titulaire d'un applareobile se trouve. Comme dans tout
processus de prédiction, on a deux grandes phdsesvites : l'apprentissage et la
prédiction.

Durant laphase d'apprentissag@ne personne titulaire d'un PDA se déplace dess |
pieces et espaces du batiment afin d'obtenir larmar de données possible sur la force du
signal WiFi. L'ensemble dassignaux de fréquences radio des points d’accegya#tbles
ainsi obtenu est associé au nom de la piéce oiedytel que le numéro de la salle ou le
nom de I'endroit dans le batiment). Pour chaquea@hdépisték, nous avons enregistré un
vecteur du signal avec des valeurs et une étiquett@spondant a la piece ou est situé
I'endroit dépiste.

(apﬁ,ap,f,..., apQ,roomk)
Le modéele est représente en format Prédictive Mollierk-up Langage (PMML).

Au cours de la phase geédiction le module WiFi de prédiction utilise ce modéleipo
prédire les emplacements en temps réel. Pour chates salles impliquées, notre module
de prédiction calcule la probabilité des valeursesbées dans la piéce, puis sélectionne la
piece ayant la plus grande probabilite. S{R) la probabilité des valeurs données qui sont
observées depuis la saRg I'expression pour sélectionner la salest donnée par :

R=R, :P(R,) =M23< P(R,)
1

4.2 Une architecture de la plateforme CoCA

En informatique pervasive, une plateforme de servéactive au contexte devrait avoir
comme objectif l'acquisition et l'utilisation du m@xte et pour fournir des services
appropriés sans la supervision de l'utilisateurn®anous proposons une plateforme de
service collaborative et réactive au contexte (n@mia plateforme CoCA). La plateforme
CoCA est composée de cing couches (layecapturing layer, pre-processing layer,
management modeling layer, context-aware core serei application layerqui exécute
les actionsLa Figure 13 montre I'architecture en couche daddéeforme CoCA.
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Layer 5: Application Layer (Action Processing Interface)

4.
Layer 4: Reasoning and Decision Layer (CoCA Core) o—:|

. I
RAID-Action ﬂ Action Parameters ‘
Engme

l—I Supplementary Services I

I

I

| I | |

: Reasoning Aggregation Interpretatlon DeC'S'O“ l(% Communication Manager

Layer 3: Management Modeling Lyer o—:|
(HCoM Model)

Context Manager

e __ l___

—r———————— = = | = Fr——————— == = = |
| . | I | || Dispatcher Select
Learned | | Dispatch || | Generic Context- Context Relevant | |
I Rules Rule | Ontology Onto I I |
| | o
| : I
I | I I Dynamic |
| - — | | —| | |__ Context |
| — Captured | | Domain | | I |
| KDB Rules || Ontology Repository || | I Context FilterH Static Context I
L - | g S T | <
; Hierarchies Relations o—
Layer 2: Pre-processing Layer | | | | Axioms
EHRAM Model Netadata
4__.
Hardware tools Software tools O—

(e.g. Our WiFi based location
detector, Device ownership data
through user interface ...)

Layer 1: Capturing Layer (e.9. Badges, sensors,
cameras, etc.)

Figure 13 : Architecture de CoCA

Layer 1 : La couche d’acquisition du contexte quitent les instruments de capture et/ou
les logiciels de prédiction.

Layer 2 : La couche de modélisation et de formatisade la représentation des données de
contexte capturées. Elle sépare les données coaliest pour regrouper les entités, les
hiérarchies, les relations, les axiomes et les doétaées (EHRAM).

Layer 3 : La couche de modélisation de gestionahiexte. Elle traite la fagcon dont nous
organisons les ressources du contexte utiles mouaisonnement. Une représentation
formelle de cette couche peut étre observée suptiele HCoM.

Layer 4. La couche de CoCA de base. Elle est k@hau le raisonnement final de la
réactivité au contexte et les décisions sont exésutElle est composée du moteur
RAID-Action (résonnement, agrégation, interprétatidécision et action) qui peuple
l'ontologie de données de contextuelles et appliepsuite les regles et axiomes de
raisonnement et de décision sur les actions amguwe. Le service supplémentaire dans
cette couche est composé d’éléements externe aicesele CoCA de base. Ceci inclut
des services comme la découverte de connaissdacesifidentialité, la sécurité, etc.

Layer 5: La couche d’application. Cette coucheetéipdu domaine d'application ou sont
déclenchées des actions de facon réactive ou preadt accueille également des
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processus de déclenchement de l'action en fona®r’application spécifique du
domaine dans lequel la plateforme est utilisée.

4.3 Collaboration dans CoCA

La technologie de soutien JXTA est un ensemblerdis@oles ouverts permettant a tout
périphérigue connecté au réseau allant des téléshogilulaires et assistants numériques
personnels sans fil a des ordinateurs, des seretules super ordinateurs de communiquer
et de collaborer pair-a-pair.

i |. Peer 1sends
i discovery query

IV. Rendezvoue
peer 1 replies
with results from:
Rendezvous
peer 2 plus
information it

Il. Rendezvoue peer 1 forwards another
discovery query to another known
rendezvous peer, Rendezvous peer 2

>

Rendezvous
Peer 2

has on Peer2

>

Ill. Rendezvoue peer 2 replies with
information it has on Peer3, Peer4 and Peer5

PF=Platform

Figure 14: Principes de la collaboration et de la découverte dans CoCA

Le réle de la gestion de collaboration dans I'espdic voisinage de la plateforme CoCA
est de partager des ressources informatiques colameontextes, les regles et les
ontologies. Les principales exigences de base lposgrvice collaboratif entre le voisinage
du CoCA sont la capacité de s'organiser en grodpepairs, de s’entre découvrir et de
découvrir les services et les ressources de ch&@muprincipe est illustré sur la Figure 14.

Un algorithme pour les processus impliqués dargesion de la collaboration dans la
plateforme CoCA est indiqué sur la Figure 15. Idallpme indique les étapes suivre pour
découvrir les pairs et établir un lien pair-a-paitre les modules de collaboration dans les
deux pairs selon notre architecture basée sur JX€Aschéma a cing partitions verticales
indiquant le type et la catégorie des pairs img&gdans le processus de collaboration.
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InitialPeer(P

CoCAComponent
CollaborationMgr

SendToRP

Partner Not
Null?

N Y

QryToPartner N

IsNull
Partner?
N
Y
TimeOut?
Y N
{I’ oPeer_F) GendToR )

NearbyRenezvous(RP)

Rendezvous peer RP

Response to
HeaderQry
from RP?

GanneFRa GendToPee@—

NearbyPeer(P")

FarRendezvous(RP')

FarPeer(P")

Response to
HeaderQry
from P?

Another
Peer?

Partner=Null

Rendezvous peer RP'

Response to|
HeaderQry
from RP*?

Partner=RP'

Response to
HeaderQry
from P"?

Y | Another
Peer?

SendToPee@»

GannemPD

Establish connection with the
peer named Partner to make
direct message exchange on
Qry. Descriptions like Peer ID
of the Partner peer is
embedded in a response to
the QryHeader query.

Remark: A Rendezvous peer is a peer that is in charge of
coordinating the peers in the peer group and provides the
necessary scope to message propagation. Each peer group
should have at least one rendezvous peer. Any peer can be a
rendezvous as long as it has the necessary credentials based on
network, storage, memory and CPU requirements.

ToRP'

SendToRP

Figure 15: Algorithme de collaboration dans CoCA

4.4 Un scénario du cas d'utilisation

Nous utilisons un scénario de PiCASPe(vasive Campus-Aware Smart Onlooker)
PiICASO est basé sur le scénario d’'un campus uiitizieesou sont impliqués des étudiants
chercheurs et des enseignants-chercheurs. Outealémdrier des réunions régulieres
prévues entre les étudiants et les professeurggdesns et des discussions informelles et
spontanées sont importantes pour l'avancementulerbevail. Une discussion peut avoir

lieu entre deux ou plusieurs des chercheurs salpertinence de leur travail.

Les questions qui peuvent étre soulevées dangoarse sont : Quand est-ce qu'ils vont
avoir une telle réunion ? Comment informer uniquehoeux qui sont disponibles a propos
des champs d'intérét de quelqu'un d'autre pouutdissur des themes spécifique pendant la
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pause café ? Quel est le type de transmission dssages approprié pour envoyer des
informations a une personne donnée située a urieredra un moment particulier? Si le
téléphone est utilisé pour recevoir un tel messgge| devrait étre son mode d'appel ou
d’avertissement (vibration, sonnerie, )? et aimssdite.

La mise en ceuvre du scénario de PiIiCASO utilise ambme de contexte créé par la
combinaison du contexte et les relations définessdun domaine du campus. (variant de
200 a 6000 instances). De telles instances sorukéte dans la base de données
relationnelle du contexte, RCDB. Ensuite, seulesdiennées contextuelles pertinentes sont
chargées de la RCDB vers 'espaceréasonerpendant l'initialisation. Il utilise également
des regles (variant de 20 a 200 lignes) crééesrta pas politigues de domaine et des
besoins de l'usager. En combinant tous ces factaves le schéma de l'ontologie de
PiCASO, Le modele HCoM produit jusqu'a 9000 tripths contexte dans I'ensemble de

I'espace de raisonnement.

4.5 Démonstration du raisonnement dans CoCA

Etant donné I'ontologie de PiCASO avec ses dondéesontexte et certaines régles de
auto-messagerie enter les usagers de PiCASO, Hioas assayer de montrer comment
I'occurrence d’'un simple contexte déclenche 'enon message (i.e. une action).

Figure 16 est un segment d’ontologie de PICASO raontla relationadvisorOf qui
existe entre les trois professeuEsvé Professorll, Dave et les cing étudiantCarol,
Bob, Student23, Alice, Student21). Certains de ces nceuds dans le graphiqueugdides
relations actuellement existantes. Par exempleyobeid du professeur Dave montre les
relationsOfferClass AdvisorOf engagedinhasOfficeet ownerOfet leurs valeurs. Le terme
isa (is a) dans le graphe représente la relatdfa:subClassOfet eégalement le termie
(instance of) représente la relatiodi:type Dans l'ontologie, les relation&dvisorOf et
studentOfsont définies comme des inverses mutuels. Cefdfisigiue chaque fois que la
relationadvisorOfexiste, il est également vrai patudentOfdans le sens inverse.



1.1 Background

21

Eve

offerClass = | Class_SemanticWeb

advisorOf =

Bob

Carol

hasOffice =

OfficeEve

ownerOf =

ladvisorof

Carol

studentOf = ‘ Eve
hasOffice = ‘ OfficeWithCarol
PCCarol

ownerOf =
PDACarol

V M
attendClass = ‘ Class_SemanticWeb

Professor

Dave

offerClass = ‘ Class_ContextManagement

advisorof =

Alice

Student_21

engagedIn= ‘ Class_ContextManagement

hasOffice =

OfficeDave

ownerOf =

PDADave

o :
Student Professor_11
- \
PDAEve !
PCEve

PCDave

advisorOf /advisorOf dvisorOf

Class_5
attendClass =
Class_ContextM:

studentOf = | Dave Student 21

hasOffice = ‘ OfficeWithAlice
PCAlice
PDAAlice

ownerOf =

Figure 16 : L'ontologie du contexte du PICASO montrant la relation advisorOf

# Send trigger nessage
[InformRulel:
(?S rdf:type pre:Student)
(?P rdf:type pre:Professor)
(?S pre:studentOf ?P)
(?S pre:locatedWith ?P)
->(?S pre:hasMessageTogo
pre:ProfessorHere)
]

[InformRule3:
(?S1 rdf:type pre:Student)
(?S2 rdf:type pre:Student)
(?P rdf:type pre:Professor)
(?S1 pre:studentOf ?P)
(?S2 pre:studentOf ?P)
(?S1 pre:locatedWith ?S2)
notequal(?S1,?S2)

->(?S1 pre:hasMessageTogo

pre:ColleagueHere)

#Set mobile ringing tone
[MobilePhoneRulel:
(?d pre:ownedBy ?p)
(?d rdf:type pre:PDA)
(?p pre:locatedin ?)
(?I rdf:type pre:Library)
->(?d pre:setNotificationMode
pre:SilentMode)

]
[MobilePhoneRule2:

(?d pre:ownedBy ?p)

(?d rdf:type pre:PDA)

(?p pre:locatedin ?)

(?I rdf:type pre:ClassRoom)
->(?d pre:setNotificationMode
pre:VibratingMode)

]

Figure 17 : Quelques régles de PICASO pour déclencher des messages et des sonneries

La colonne 1 de la figure 17 porte sur les régles mggissent le message de
déclencheurs. Si on regarde la premiéere réglejraligue que « si I'ensemble des contextes
capturés sont agrégées pour nous donner un nouwedaxte indiquant la présence d'un
étudiant et de son professeur au méme endroits abor transforme la valeur de
MessageToGode [I'étudiant en un message nomrRéofessorHere » Le processus
d'agrégation du contexte, par exemple, vérifie pEroement du professeur et de I'étudiant
et décide s'ils sont situés au méme endroit ou Ib@messag@rofessorHerear lui méme
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est un objet dans lequel sont définis une valemrmodule d'exécution, etc.. Dans ce cas
particulier, le contenu du message est "Envoydetadiant --> Votre professeur est la!"
Nous pouvons avoir plusieurs politiques et réglesime celles-ci qui sont basées sur le
domaine d’application. Un autre ensemble de régjas nous utilisons dans cette
démonstration (colonne 2 dans la figure) est agplisiest destiné a la gestion de la sonnerie
du téléphone portable.

HCoM est alors utilisé pour créer un modele deoraiement basé sur la mémoire qui
peut étre interrogé en utilisant le langage deé&mB8PARQL pour 'action finale.

La plate-forme CoCA fournit une interface pour €emter et tester les décisions et les
actions de ce type. Nous avons exécuté et vérife tqutes les mesures attendues sont
également exécutées de la méme maniere.

4.6 Mesure de la performance

Dans cette section, nous utilisons les résultatscgmario de PICASO pour mesurer la
performance et I'évolutivité de la plateforme Co€Adu modéle HCoM. Notre expérience
vise a démontrer comment [utilisation du modeldCbM garantit I'évolutivité et
I'extensibilité du processus du raisonnement. Lisormmement basé sur la machine est un
processus qui consomme beaucoup de temps et quneacamplexité temporelle
exponentielle a I'égard de la taille des données tlaspace de raisonnement [Zuo, 2006].
Une expérience sur notre prototype est réalisé@edadivaluer I'évolutivité de notre processus
de raisonnement concernant le nombre total deetsiglans I'espace du raisonnement.

Nous avons fait de multiples expériences avec denéks de taille variée pour
I’évaluation de la performance des deux approcB&€)M et HCoM (le modéle GCoM est
le prédécesseur du modele HCoM qui utilise l'orgi@ouniquement pour la gestion de
contexte). Le résultat montre que la performanceaitonnement dépend de la taille de
raisonnement des triples et de la complexité dgkeséde raisonnement. L'utilisation du
modéele GCoM produit une représentation graphiqueedups qui croit sans cesse avec
l'augmentation du volume et de la complexité deessource de raisonnement. D'autre part,
l'utilisation de HCoM donne un graphique qui tencester constant avec la croissance du
volume et la complexité de la ressource de contésdigure 18 montre le résultat de notre
expérience en utilisant a la fois les approches @ HCoM. Une expérimentation
similaire faite par [Wang, 2004] sur leur contert&ologigue CONON et illustrée par la
figure 19, montre I'évolutivité du raisonnement cintexte basée sur I'ontologie qui donne
un graphique plus ou moins semblable au notre GCoM.
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Figure 19: Performance de raisonnement pour CONON (2,4 GHz CPU)

Notre expérimentation montre que l'utilisation d€dM donne un temps de réponse
relativement constant a l'augmentation de la tai#e données. En conclusion, le modéle
HCoM et son constructeur, le modele EHRAM, améhbries performances du service
CoCA et en font une plateforme évolutive et extelesi

5. Conclusions et travaux futurs

Dans ce travail, nous avons présent¢ HCoM, notrevess modele de gestion,
d’agrégation et de présentation des données dextentn utilisant EHRAM, notre modéle
de représentation du contexte. Dans HCoM noussaotii une approche hybride ou le
schéma de l'ontologie, le contexte et les donnéaggles sont stockeés et traités séparément
avant qu'ils soient combinés et présentés poue fairraisonnement. Seules les données
pertinentes sont sélectionnées et chargées dackédena de I'ontologie du contexte a partir
de RCDB (Relational Context Database). Nous avayaeéent présenté la plateforme
CoCA, un intergiciel collaboratif indépendant d#snnées du contexte qui donne un



24 Introduction

service de réactivité au contexte basé sur les l@®dEHRAM et HCoM dan un
environnement pervasif.

La validation des modeles et de la plateforme Hetteée en utilisant un exemple de
démonstration sur le scénario d’'un campus uniarsjt PICASO. Nous avons également
testé CoCA avec des données d'un hdpital sur leasoéde suivi du patient et des services,
et avec des données d'adaptation de logiciel dapipin sur les propriétés de divers types
de dispositifs tels que la taille de I'écran, lidgade la mémoire, la capacité d'affichage, la
vitesse du processeur, et la vitesse de connekis.résultats de notre expérimentation
montrent que les modeles EHRAM / HCoM sont extdasilet évolutifs a la gestion de
contexte de taille variable, et que la plateformeC& est un intergiciel générique,
collaboratif et indépendant de données.

La gestion de l'incertitude, de la sécurité et deconfidentialité, et la tolérance aux
pannes sont parmi les travaux futurs envisagésprbeessus de raisonnement de I'étre
humain est basé sur 'abondance d'incertitudes@mvementales. Dans la plupart des cas,
I'erreur de capteur (granularité inhérente et/oaugs de lecture), les données périmées, et
les mauvaises prédictions donneront I'incertitumts e la capture du contexte. Nous avons
besoin de certaines méthodes pour s'occuper deotdeme d’incertitude avant d'utiliser
des données de contexte. L'utilisation des métaskmeomposante du modéle EHRAM
peut étre un point de départ pour la réalisatiamdhodele de gestion de contexte plus
robuste et probabiliste.

Le systeme informatique pervasive réactive au coatdoit faire face a des défis de
sécurité lies a la confidentialité, a l'intégrité & la confiance. Nous devons avoir des
services génériques qui gerent ces problemes deitéédans un environnement pervasif
hétérogeéne. L'aspect collaboratif de la platefo@EA expose naturellement le systéme a
des pairs défectueux et malveillants. Un domaineedberche possible consisterait donc a
incorporer la tolérance de défaut et les mécanisdiagto-guérison. Le travail peut
commencer par l'identification et le marquage dasspmalveillants afin de les prendre en
considération lors prochaine participations, l@paration d’alternatives multiples de sorte
gu’une défaillance de communication ne puisse dotgifonctionnement du systéme, etc.
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1.1 Background

Today's growth in the advancement of computing i@ppbns accompanies the
evolution of distributed middleware. In e-commeatal cooperative business, the Web and
its underlying protocols HTTP, SOAP, FTP...) are becoming the standard execution
platform for distributed and component-based appibms. The increasing number of
computers and users on the Internet has led ngttordooperation structures such as peer-
to-peer computing that has great potential for atmhly but also stimulated new
developments in the area of computing clustersedaljrid computing. The integration of
mobile clients into a distributed environment arg tad-hoc networking of dynamic
components are becoming ever more important inahs of application. [Mattern03]
indicated that, given the continuing technical pesg in computing and communication, we
are heading towards an all-encompassing use ofonletwvand computing power named as

ubiquitous or pervasive computing.
1.1.1 Pervasive computing

According to Dan Russell, director of the User Sces and Experience Group at IBM's
Almaden Research Center, by 2010 computing willehla®come so naturalized within the
environment that people will not even realize ttely are using computers. In the future,
smartdevices all around us will maintain informationoab their locations, the contexts in

which they are being used, and relevant data aheutusers.

According to Matteren et al, the vision of pervasasomputing is grounded in the firm
belief amongst the scientific community that Mosrd’aw, the observation thathe
computer power available on a chip doubles evexy years” will hold true atleast for the
foreseeable future. This means that in the nextyfears, microprocessors will become so
small and inexpensive that they can be embeddatirinst everything — not only electrical
devices, cars, household appliances, toys, and,tboit also in ordinary things such as
pencils and clothes. These devices will be inteemoand connected together by wireless

networks.
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Portable and wireless appliances are already #&opat in today’s computing industry.
Personal data assistances (PDAs), smart phoneglalmal positioning systems (GPSs) are
only the first precursors of new devices and sewithat will emerge. This leads towards
the full realization of Mark Weiser’s vision thdates, “The most profound technologies are
those that disappear. They weave themselves ietdathric of everyday life until they are

indistinguishable,” [Weiser91].

Pervasive computing systems target at constantyptady their behavior in order to
meet the needs of users within every changing phlsisocial, computing and
communication context. Pervasive devices make a&deoonection among them and may

be connected to different types of sensors to catitanges in the environment.
1.1.2 Context-Aware computing

As a result of research initiatives at IBM [IBM0O4hd subsequent research interests and
activities, autonomic computing is becoming onghaf top challenging IT research areas.
According to [Hariri06],autonomic computing is inspired by the human autdnmervous
system that handles complexity and uncertaintied,@ms at realizing computing systems
and applications capable of managing themselvels minimum human interventioBoth
works underline that context awareness is one efkity challenging component of the

autonomic computing paradigm.

Figure 1.1 shows the flow in the evolution chainfr centralized computing to
pervasive computing as presented by [Satyanara@dhand [Strang04]. This classification
placescontext awarenessat the heart of pervasive computing problems. ddraplexity of
such problems increases in multiplicativie) (fashion rather than additivel], with the

addition of new components into the chain.

Centralized 0 Distributed Mobile 0 Pervasive
Computing Computing Computing Computing
Remote Communication J\ Mobile Networks Context Awareness

Fault Tolerance & availability Mobile Information Access Ad-hoc Networks

Remote Information Access Adaptive Applications Smart Sensors & Devices

Research Problems
O 0 O

Figure 1-1: Context awareness in the computing evolution chain
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The term context-aware computing was formally dedimnd used for the first time by
[Schilit94] to describe applications th&adapt according to their location of use, the
collection of nearby people and objects, as wellheschanges to those objects over time”
[Dey00] define context-aware computing“assystem that uses context to provide relevant
information and/or services to the user, where vatey depends on the user’s task”
[Burrell02] gave another definition statintrontext-aware computing is the use of
environmental characteristics such as the userstion, time, identity and activity to
inform the computing device so that it may providermation to the user that is relevant

to the current context.”

From these definitions and our observation aboig tlew computing dimension,
context-aware computing for us is an environmenwinch applications can discover and
take advantage of contextual information such aation, time, people, devices, and user
activity. Context awareness in pervasive compuéngironment needs to take account not
only of the proactive and collaborative aspecthaf services but also user inconveniences
due to services that are not adapted to user'daeduties that may create frustrations and

resistance to subscribe to the service.

Action
.
(1) 5o
5 4
Pe.rvasive Context Management Context-Aware
Environment Modeling Service

Figure 1-2: Conceptual framework of a pervasive context-aware computing

Our conceptual framework showing major componerita @ervasive context-aware
system is shown in Figure 1.2. The framework hasethbasic components: pervasive
environment, context management modeling and cobaisare service.Pervasive
environmentis characterized by dynamicity, heterogeneity abajuity of users, devices
and other computing resources, ad-hoc connectioongnthe devices and existence of
hardware and software sensd@®ntext management modelidgals with how context data
is collected, organized, represented, stored aesepted to the reasoning modWentext-

awareservice performs context reasoning and decisibostahe actions to be triggered.
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1.1.3 Elements of pervasive context-aware computing

Among the basic elements of services that contensir@ systems provide to users are:

Context triggered actiorfor example, if the user is in a meeting and ther@ phone
call for him or her, then the call should be routed/oicemail. Triggers can also be
placed on certain events, to make the context-awgséem take actions such as
notifying an administrator about an increase inderature in a server room.

Multi-facet command processingpmmands issued by the user can produce different
results depending upon the context in which theyewssued. A web browse
command issued by a user responds according tedhiext of the user and his
environment (for example, resources available endévice: memory, screen size and
resolution).

Location based proximitygiven information about the location of the used dhe
situation of the user, objects located nearby canglven high priority. Such
prioritization would be particularly useful whening small pervasive devices which
might have limited resources. For example, a neprimger would be proposed when
the user wishes to print something.

Metadata tagging:context information can be attached to existingcgse of
information to give descriptive information abotietsubject. This context acts as
metadata about both physical and virtual objectsuinsystem. For example, when a
user records an audio clip on a handheld deviaesystem can attach the current
context information (date and time, people preseunttent activity) to the clip for
easy retrieval and indexing.

Collaborative computing:voluntary based mission-oriented context-aware and
dynamic communities of computing entities that perf tasks on behalf of users in
an autonomous manner. Such applications are imgartalmost every sphere of our
lives, such as campus management, health carendeieine, pervasive security,
military, and crisis management.

A context-aware system must be capable of mimickimgan’s ability to recognize and

exploit implicit information in the environment. #bugh identifying and deducing a

human activity is a challenge, it is critical tltaintext-aware applications should operate by

conveying the appropriate information to the righkdce at the right time by inferring the

user’s intention. To accomplish this objective thatext-aware systems must:

Gather the information from the environment or tiser’s situation.

Translate this information into the appropriatarat.
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» Combine or interpret context information to generat higher context. A higher
context is context information that is derived assult of the merger of other context
information or it is context information that retsufrom interpretation of a low level
context (e.g. conversion of geographic coordinaiésa location received from
satellite based positioning systems into streetasgdm

e Automatically trigger actions based on the contefdrmation and monitoring of the
actions.

* Make the information accessible to other appliceti@and the neighborhood. The
context management model in pervasive computingr@mwient should handle
context in a reusable manner to permit context fama source to be exploited by
many distinct applications and devices in the nesghood space that perform a
variety of tasks.

1.2 Motivations

Dynamic adaptation of application to a changingiremment leads to an enhancement
of the user satisfaction. However, how applicapoogrammers can effectively manage and
use contextual information typically in pervasivevieonments is still a challenge. Most of
the current context-aware systems are based om@dhbdels of context, which causes a

lack of formality and expressiveness.

Most of the computing devices in pervasive commu@mvironment are handheld or
wearable, tiny and resource hungry devices. This dar collaboration among these
devices. The growth of enabling open protocols thiikaw connected devices on the
network to communicate gives rise to the populadtycollaborative computing. Grid
computing, for example, is one of the successftdresf to handle controlled large-scale
collaborative computing. Collaborative software raige have a potential to become
intelligent enough to observe us and learn ourthamd preferences to serve us better. The
new dimension of collaboration in pervasive compyitenvisages the use of peer-to-peer
and ad-hoc networking of devices. On the other h#dr& growth of number of computing
devices that interfere with our daily activitiesaar environment may be frustrating if they
are not properly adapted to our situations anklaf/tall require our attention. These devices,

after all, are meant to simplify life and improveravorking conditions.

To achieve these objectives, we need to embed smrieof intelligence (context
awareness) into these devices so that their sersi@gapted to our situation (context).

Below are outlines of three examples of motivatsognarios for the pervasive context-
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aware applications: tr@mart hospital scenarjemart campus scenatiand theadaptation
of applications scenario Detailed descriptions and a demonstration versidnthe

implementation of these scenarios are given in telnap

Smart hospital scenario - patient monitoring antdfie up: Consider a smart medical
ward in a hospital where patients, nurses and piays, etc. are involved. Assume that the
ward is equipped with context sensor technologhesdware and software) in its rooms,
corridors and garden at the disposal of individualolved. Patients admitted to the
hospital may need intensive follow up which mayateestaff shortage and may result in
inappropriate care to the needy ones due to owdiriga CoCA based context-aware
monitoring and follow up system helps to minimibe £ngagement of human assistants to
the less important activities. Human interventiomsy be needed only when alerted by the
system. Live multimedia recording and transmissiban event that the system has found
important may also be used for monitoring purposesypted and personalized delivery can
be made to those who are concerned.
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Figure 1-3: Smart Hospital use-case scenario
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A particular case of the scenario can be descisddllows:

Dr. Pascal is a physician who is assigned to worthe smart medical ward. Ada is a
nurse assigned to assist Pascal. Michel is ondefinpatients of Pascal and Ada is in
charge of Michel. Instead of assigning a permahentan assistant to take care of Michel
whose medical condition is rated improving, he agaipped with wearable devices that
record his body conditions like temperature, blpoessure, heart rate, movement pattern,
etc. There is also a necessary badge in the forrsagf bracelet for communication and
position tracking. Figure 1.3 illustrates a speciise-case scenario of a patient monitoring

and follow-up service.

Here is the story about a specific scenario oftepamonitoring and follow-up service
in a smart hospital that is illustrated in the figuOne morning, Dr. Pascal and his
colleagues are in a weekly consultation meeting Nighel is in a garden to enjoying the
morning sun (2). He, however, suddenly feels exbdusnd falls down (3). The wearable
and the badge he carries on his body immediateliyateall the necessary information to
the nearby computing device (4). The system sdés)dan( alert message to Ada (6), the
nurse, on her smart phone. Another message toald?@ room in the office of the medical
secretary for administrative and rediffusion purpss Knowing also of Dr. Pascal’s
schedule, from his agenda, that he is in the mggetime system informs (8) him through
SMS message on his cell phone that flashes retMilgln receiving such type of emergency
message when he is in a meeting. The camera fwengarden (9) where Michel is located
Is activated and his picture is sent (10) to thetad PC room for adaptation and broadcast
(11, 12, 13) to all concerned terminals (14, 15).1Bmergency workers (17) are also
informed (18) about the situation. As a result, Mikis taken (19, 20) to the treatment room
(21) by the emergency workers. Dr. Pascal, who dlesady been aware of his patient’s
current situation, has made all the necessary clhason (22, 23, 24) and preparations for
appropriate medication and is already in the treatrhroom (25). Ada is also in the

treatment room (26) to provide all the necessadytaithe patient.

Smart campus scenario — Pervasive Campus AwaretSdmdwoker: PICASO is based
on the scenario of a university campus where rebesiudents and professors are involved.
Besides the scheduled regular meetings among studerd professors, informal and
spontaneous meetings and discussions are impddanhe advancement of their work.

Discussion can take place among two or more ofdkearchers depending on the relevance
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of their work. Proactive context-aware services bamproposed to answer questions like:
When do they make such a meeting? How can onlyetlaosilable are informed about
someone else’s interest to discuss about a spedifiect matter during his tea break? How
can a student know that his professor is avail&tniehe coming 30 minutes? How can a
student know when his professor is in the tea ramwh is available, in his office or in the
corridor passing by the office of the student? Wigpe of messaging method is appropriate
to send such information to a particular persorated at a particular place at a particular
time? If telephone is used to accept such a messdge should its call mode be (vibrating,
ringing)? Other similar location, activity and dewiaware services can also be made
available.

Adaptation of applications scenario - adaptationapiplications to contextAdaptation
of software applications to context is one aspéatomtext-aware computing in pervasive
environment. For example, if a display unit of aide doesn’t support images, and if the
user selects to view an image on this device, gpdiction should automatically lead the
user to the textual description of the image whaans the displaylmage() module in the

application must be locked by the context-awareiser

As indicated in the related work (chapter 2), engsivorks on context-aware computing
are limited either to the development of middlewatgport for context-aware system
development or on the modeling of context in amasifucture-supported environment.
Therefore, to our knowledge, there is no comprekensontext management model and

middleware built based on collaboration of peerck

Hence, this work ismotivatedby two main observations we have made regarding
pervasive context-aware computing environment: tmeed for a generic context
management model and the need for a platform stpgopervasive context-aware system
development. Our approaches try to solve the pnolidg proposing a peer-to-peer based
collaborative context-aware service platform anfayharid context-management model that

insures scalability, formality and reusability.

1.3 Research problems

Context-aware computing in pervasive environmewblves a set of functionalities that
need separate attention. We compile and discussép@r problem areas in the following

sections.
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1.3.1 Context acquisition and management
Below are some of the major challenges relatesdmbext acquisition and management.

Context Sensings a mechanism to obtain the context data frorerdr context sources.
For example, the indoor location of a user can litained from an infrared location sensor
system, which detects the presence of a badgentucte the location of the user wearing
the badge.

Context ModelingExisting context models vary in the expressiverieeg support and
the types of context they represent. Context modaleals with an abstraction that acquires
context data and then annotates them with sematftadsare structured around a set of
contextual entities (e.guser, location, devigeand relations that hold among them (e.qg.,
user locatedIn location, device ownedBy Usdt is important to have a standardized
context model in order to facilitate context intefation, context sharing and semantic

interoperability.

Context RepositoryThere are two principal approaches of contextagge and use;
centralized and shared (distributed). A centralizzhtext repository can provide a
persistent storage for distributed context sourmed guarantees integrity of context. It
relieves context-aware services from overheads echusy querying from distributed
sensors. In additional to the traditional problevhgentralized data repositories like single
point of failure, this approach suffers from depamzly on infrastructures. On the other
hand, a distributed and shared context repositppyaach gives autonomy and full control
of context resources by the individual partners atidws mobility. When context is
represented based on shared context model, capfmditories should provide a foundation
to merge interrelated information (semantic interapility) and enables further data
interpretation. An optimized approach for storingthb data and its semantics under the

pervasive computing setup has to be worked out.
1.3.2 Context semantics and reasoning

Semantics according to [Nielson95] refers to agpetmeaning. Where meaning, in its
brief form, is the content carried by the wordss@ns exchanged between entities while

communicating. For our purpose, context semantiesefore, is the aspect of meaning of
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context for further reasoning and decision. Belo® some of the major challenges related

to context semantics and reasoning.

Context QueryTo explore general means of access to interrelaiatext spread across
distributed context repositories, we need a higlellenechanism for context -aware services
to issue queries. For example, a notification serfor conference attendees require context
query like “Hnd a list of researchers in this hall whose puétions are in the same session
with miné. The low-level operations of such a complex cattetrieval task should not be
exposed to end users. Context query poses desigasisuch as context query language,

event notification, and query optimization.

Context AggregatianAtomic context is simple, low-level context, ditly provided by
a context source and composite context is a higdl-leontext that aggregates multiple
atomic or composite contexts. In most cases, soéwarvices cannot directly understand
and utilize low-level information. Hence, upon deiteg that certain context is atomic, a
context aggregator will retrieve meta-informatiacon the repository about the specific
context providing a related composite context. &ample, a location based service wants
to know the relative location with different levelg granularity (e.g., room-level, building-
level, campus-level) instead of sensor-driven pmsi{the position coordinates retrieved by
the sensors). In this case, we need to derive leigl-location (g., the building in which

the user is locatedrom location coordinates and other related caste

Context Reasoning/Inferring: The context interpretation layer leverages
reasoning/learning techniques to deduce high-laugblicit context needed by intelligent
services from related low-level, explicit contefor example, the rule-based reasoning
engine can deduce user’s current situation basdusdocation and environmental contexts.
The inferred context might suggest that the usghitribe sleeping currently, since the time
is 11 pm and he is staying at a dark and quietdmedr Another example of context
interpretation could be machine learning basedeh@rediction. The intelligent system
could learn the pattern of user’s actions fromdrnisal sequences of context data and then
use this learned pattern to predict next event.example, it could be predicted that once
the user finished showering (turn off the electcowater heater) after 10:30 pm, he will
check emails using the hand phone, and then goetb dfter finishing reading them.

Currently, context interpretation tasks are perdnthrough various approaches including
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ad-hoc interpretation, rule based reasoning, archme learning. We need an approach that

combines context data and semantics into reas@mdgnference service.

Uncertainty: In most cases, sensor error (inherent granulariti/or false readings), out
of date data and poor predictions will give risestame uncertainty about sensed context.
We need some means of handling this uncertaintyl@no before using the context data.

1.3.3 Context-aware system development support

Middleware SupportThe increased availability of commercial, off-thHeel, sensing
technologies is making it more practical to serm®ext in a variety of environments. The
prevalence of powerful, networked computers makgmssible to use these technologies
and distribute the context to multiple applications a somewhat pervasive fashion. A
major problem has been a lack of uniform supparbfalding and executing these types of
applications. Most context-aware applications hageen built in arad-hocmanner, heavily
influenced by the domain of application and thearhying technology used to acquire the
context. This results in a lack of generality, rieiqg each new application to be built from
scratch. To enable application developers and desgo more easily build context-aware
applications and to help them concentrate on tipdicgtion aspect rather than the context
acquisition and management details, there needbet@a middleware architectural or
platform support that provides the general mecmasisequired for context management

and reasoning.
1.3.4 Collaboration and security

Context Discovery/DeliveryPervasive computing environment is full of snddlvices
with scarce resource that need a peer-to-peerbocodion. In order for a context-aware
service to use a certain kind of context, thera iseed for context requestors to find the
sources providing it. The aim of context discoveryo locate and access context sources.
Issues of context discovery include service desonp advertisement and event
subscription. Context delivery services performjtteof searching appropriate context and
delivering them to the applications. These includgistration, query and notification
services. Interested peer applications query thestration service to find services of their
interests. The registration service upon findingrapriate context source, returns the
handler to the requesting clients.
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Security and privacyDue to the inherent need of collaboration in psixe context-
aware systems, they face security challenges infdima of privacy, integrity and trust
[Hong04]. Privacy of context information focuses protecting context resources from
unauthorized entities. For example, a user shoaldlie to protect personal information
such as his/her health status, or medical histatggrity of context information focuses on
guaranteeing that the provided context informatias not been corrupted by a third party.
For example, temperature measurements deliveréldeognometer must be reliable and not
modified by any entity. Trust issue in collaboratigontext-aware computing has to also

deal with a respect for common security policy aachmon goal.

1.4 Scopes and contributions

In this thesis, we will focus on the context-awaspect of pervasive computing and
special emphasize will be given to context data agament and their use in the
development of collaborative context-aware appbeet Proper modeling, specification
and definition of context and its management arsemtal for efficient reasoning,
interpretation, and utilization of context data.r@aope and contributions in this work can
be presented in three categories: conceptual corgpsesentation model (EHRAM), hybrid
context management model (HCoM) and a collaboratimetext-aware service platform
(CoCA).

The context representation model (EHRABands for entity, hierarchy, relations,
axioms and metadata. EHRAM is based on hierarctdes€riptors of context entities. It is
represented using a layered and directed graplratdlees in EHRAM are important
structures to organize and classify context estitied relations. Layered organization also
helps to classify and tag context data as genemimath independent or as domain
dependent. Entities likactivity, person, device, etin the generic layer are common to all
domains of applications. They are high level conaities from which sub context entities
can be derived. Relations likeEngagedin(Person, Activity), owns(Person, Deviaedl
isLocatedWith(Person, Persomgpresent generic relations that can be inhedted in the
hierarchy by the sub-entities and instances irsfiezific domain of application. Consider a
medical application where context data comes froedical entities like patients, doctors,
nurses, activities and events in the hospital, asyilocations, etc. Entities likmatient,
doctor, meeting and phonare specific to the medical domain of applicati®mong

relations that can be defined in the medical domai@ hasBodyTemp(Patient, tmp),
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hasDoctor(Patient, Doctor), hasBPlower(Patient, pphasBPupper(Patient, bpH), etc.
EHRAM can be easily serialized to standard markapgliages for storage, retrieval,

transmission and processing. Details about the EMR#0del are given in chapter 3.

The Hybrid Context Management modelCoM) is a generic context management
model based on a hybrid approach. Our rationalrgetiie need for a hybrid context model
is to distinguish the works of context data manag@nand context semantic management,
process them separately and put the results tagédnebetter reasoning and decision
support in a context-aware environment. We use raonlagy-based approach to manage
context semantics and a relational approach to geanantext data. HCoM model aims to
combine the best from the two worlds. HCoM has @text selector module that provide a
means to select and load only part of the largécstantext data that is accumulated over a
period of time depending on who and where the issédhe intended activity to which the
user is going to be engaged, devices availableuser institutional policies, etc. It uses
matching patterns gained through experience tdifgaelevant context data. Loading only
relevant data for reasoning minimizes the sizehaf teasoning space and reduces the
unnecessary overloading of the reasoner. This wgsrdhe overall performance of the
context-aware service. It helps to overcome linoted of scalability of most of the
reasoning systems to the growing volume of reagpmesources collected and stored

overtime. Details about the HCoM model are givenhapter 4.

The collaborative Context-Aware service platfo(@0oCA) is a neighborhood based
middleware in pervasive computing that aims at asgyand utilizing context information
to provide appropriate services. For example, hptedne is always set to vibrating mode
when its holder is in the library if it has the kvledge about his current location. The
reasoning engine in the platform accepts a sebofext data, domain ontology, rules and
their semantics and changes it into concrete kriydenecessary for reasoning and
decisions. Applications then perform actions acewlg. Details about CoCA platform are

given in chapter 5.

Finally, we implement a demonstration version & firoposed CoCA platform. We

then evaluate its performances using data fronemifft scenarios.
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1.5 Structure of the thesis

This thesis presents our approach to solving theblepms of context modeling,

management and utilization under the pervasive coimgp paradigm.

In chapter 2, we present the state of the art aladed works both in the areas of context
management modeling and development of pervasimgexbaware systems. This chapter
also presents the state of the art on some ofdkeline technologies deemed necessary for
our work. Chapter 3 is about the EHRAM model. EHRAIBRRIS with definition of context
and its representation. Context entities, theirdnahy, their relationships, related axioms
and metadata are considered as basic building ®ltmkthe definition and modeling of
context data.

In chapter 4, we present HCoM model. HCoM dealshwitie pre-processing and
management aspect of context data. We introducarardtically rich novel approach for
context management modeling. It uses the hybridmiblogy and database principles for
modeling the management of both context data antexbsemantics. Chapter 5 is about
CoCA service platform. CoCA is a multi-domain cotttaware middleware platform that
transforms context knowledge into appropriate actaepending on the domain of
application in which it is used. It uses reasontngls and implements collaboration
protocols for pervasive devices in order to shanetext related resources. Implementation
and evaluation of the proposed solution is givechapter 6.

Summery of contributions, conclusions and highbgbf future works are given in
chapter 7. Finally, we present chapters on glose&rgcronyms and bibliography that is
followed by the annexes. Annexes provide excerpts resources used for the
implementation of PICASO in the CoCA platform.



Chapter 2 STATE OF THE ART IN CONTEXT-
AWARE COMPUTING

2.1 Introduction

Context-aware computing systems have been intradace discussed ever since the
Olivetti Active Badge project [Want92]. It is thdallowed by other works like [Shilit94]
who gave the first formal definition of the termntext-aware (section 1.1.2). Context-
aware computing has also been presented as a &eyden different projects over the last
decade. According to [Mattern03], many works hagerbdone so far that demonstrate the
importance of context awareness in pervasive coimgpuEarlier efforts focused on the
development of application specific systems that arsly few types of context information
mainly identity, time and location. Since then wamber of location-aware systems have
been designed for city tours and museum guides.ornthe traditional examples of such
applications is a context-aware tour-guide thatvigles city visitors with information

tailored to their preferences and environment.

Among such early developments are:

» ParcTab [Schilit93]: Based on the Active Badge system, the ParcTabnwlaile
computing system that provides different servicastiye map, location of people
within a building, schedule management) based emu#er’'s location and time.

e Cyberguide [Abowd97]Provides information to a tourist based on knogkeaf
position and orientation by using a position-awaamdheld tour guide. The tourist
can find directions, retrieve information, and leaaomments on an interactive map.
The system uses the user’s location to make suggsesin places of interest to visit.
The location information is collected by GPS outdo@and by an infrared positioning
system indoors.

* Project CoolTown at HP Research Lab [KindbergOls]a location aware system that
ties web resources to physical objects and plasd,allows users to interact with
these resources using the information devicesc¢hay.

» The cricket Compass [PriyantaO1Reports the position and orientation indoors afor
handheld mobile device, and informs an applicatioming on the device about the
position and orientation in a local coordinate sgstestablished beforehand. It uses
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fixed active beacons and passive ultrasonic senkgmposes an alternative to GPS
systems for locating entities indoors.

 MyCampus [Sadeh02]is a semantic web environment for context-awareises.
The environment revolves around a growing collectiof customizable agents
capable of discovering and accessing Intranet atedriet services as they assist their
users in carrying out different tasks within a casipThis allows the agents to
automatically access and exploits relevant usdemeces and context information.

Other early works include: [Rekimoto95], [Broadl®fit [Pascoe97], [Cheverst00],
[Kindberg00], EasyLiving [BrumittO0], [WoodruffO1l][Espinoza01], [Feiner02], Project
Oxygen at MIT Media Labs Dertouzos99] and [RudoldhOProject Aura at CMU
[Garlan02] and Project BlueSpace at IBM Labs [L&i02

These works indicate that context-aware computeg loe a reality if proper context
capturing and management techniques are put ire p[@ey00] have proposed location,
time, identity, and activity as the primary elengent context. Certain aspects of context
such as time and location are easily detected, \'ewethers, such as activity are much

more difficult to capture.

In this chapter, we try to look at some of the tedlaworks in the area of context
management modeling and that of context-aware sydvelopment support and services.
We will also look at the highlights of availableots and protocols for context reasoning and

collaboration.

2.2 Related works in context management modeling

Recently, various context management and modelipgoaches have been introduced
to support standardization of techniques to presentext for productive reasoning in
different application area. Among the major clasaifons of context management
modeling approaches akey-Value-Pair modelingGraphical modeling Object oriented

modeling, logic based modeling, Markup scheme mmuglahd Ontology modeling.

Key-Value-Pair modeling is the simplest categorytleé models. They are not very
efficient for sophisticated and structuring purpmobet support only exact matching and no
inheritance. Graphical modeling is particularly fusdor structuring, but usually not used
on instance level. Examples include UML [Erikssoh@hd ORM [HalpinO7]. Object
oriented modeling has a strong encapsulation andalelity feature. Examples include,
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Cues (TEA project) [Gellersen00] and Active Objétddel (GUIDE project) [Davis99].

Logic based modeling uses logic expressions tandefonditions on which a concluding
expression or fact may be derived from a set otro#xpressions or facts. Context is
defined as facts, expressions and rules and heghalgree of formality. Examples include
McCarthy’s Formalizing Context [McCarthy98] and Aan&Surav’'s Extended Situation

Theory [Akman96]. Markup scheme modeling uses stahanarkup languages or their
extensions to represent context data. Details akkupascheme are given in section 2.2.2.
Ontology based models use ontology and relateds talrepresent context data and its

semantics. Details discussions about this appraseliven in section 2.2.3.
2.2.1 An overview of context modeling approaches

Context representation and management modeling isnportant aspect of pervasive
computing. Because context-aware applications radsipt to changing situations, they
need a detailed model of users’ activities andtiestiin the surroundings that lets them
share users’ perceptions of the real world. Theddiess may have different meanings
associated with them in different environmentsotder to have similar meanings of these
entities, when used at different times, in différsituations, by different applications, their
semantics should be formalized. This allows ustboescontext data for future use and to
communicate context universally with other syster@me of the basic steps in the
development of context-aware applications is, tloeee to provide formalized

representation and standardized access mechamistostext information.

Earlier approaches to context management modeliege Wased omontextwidgets,
networked services and blackboard models

Context Widgets [Dey01] are derived from techniquessUIl development GUI is a
software component that provides a public interféme a hardware sensor. The main
objective of the widget is to separate the appbeoafrom the context acquisition process.
Widgets hide low-level details of sensing and eaggdication development due to their

reusability. Widgets are usually controlled by sdamel of a widget manager.

Networked services [HongOl] use the data souramedesy techniques instead of a

global widget manager to find networked services.
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Blackboard model [Winograd0Q1], in contrast to thegess-centric view of the widget
and the service-oriented view of networked mod&lpresents a data-centric view. In this
asymmetric approach, processes post messagehavea snedia, the so-called blackboard,
and subscribe to it to be notified when some sysetiévents occur. Advantages of this

model are the simplicity of adding new context sesrand the easy configuration.

According to [Baldauf07], the tightly coupled widggpproach increases efficiency but
is not robust to component failure. Baldauf etlabandicated that the networked service
based approach is not as efficient as widget arctute due to complex network based
components but provides robustness, and the blacibboodels need a centralized server to
host the blackboard that presents a single poinfadfire and lacks communication

efficiency as two hops per communication are needed
2.2.2 Context models that use markup scheme approaches

Markup languages are standard encoding systemsctretist of a set of symbols
inserted in a document to control its structuremfatting, or the relationship among its parts
[BritanicaO7]. Markup languages establish the "mgary," "grammar” and “syntax" of the
codes applicable to text, image, or other form atfadwithin an electronic document. The
most widely used markup languages are SGML, HTMid XML. SGML served as the
foundation for HTML and XML. HTML is used for rendeg the document, and XML is
used for identifying the content of the documentarkiup symbols can be interpreted by
devices or computing entities (computer, printegwser, etc) A mark-up document thus

contains data to be processed and a mark-up laagurajow to process it.

Context models in this category are commonly usedpfofile data representation.

Some examples of such models are given in thewollp sections.
2221 CCML

Centaurus Capability Markup Language (CCMKpgal02] is divided intesystemdata,
add-ons interfaces and info components.The system portion contains the header
information, theid, timestamp, origin, etc. There are two variabigsjateand command
All information regarding the variables and thejpés are contained in thdata section.
Using theadd-onssection, one can add a related service to anogheice; for example, add
an Alarm Clock service to a Lamp Control servicee TTCML for a client always has one
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or more actions in itglata section that a Service Manager can invoke on ie ilterface
section contains information about the interfacémt tthe object (Service/Client)
implements. This section generally causes the bimsain thedata section to change their

values. Other details like description are contdimmetheinfo section.
2222 CSCP

Comprehensive Structured Context Profiles (CSCB), [Held02] and latter by
[Buchholz04], presented profiles that are basedesource description framework (RDF)
for representation and manipulation of context d&@&CP does not define any fixed
hierarchy. It rather supports the full flexibiligf RDF/S to express natural structures of
profile information as required for contextual infation. Attribute names are interpreted
context sensitively according to their positiorthe profile structure. Hence, unambiguous

attribute naming across the whole profile is nguieed.
2.2.2.3 CC/PP

Composite Capabilities/Preference Profile (CC/PRpdulska03] and [CC/PPO04]
describes structures and vocabularies. A CC/PRgisfa description of device capabilities
and user preferences. This is often referred tteage's delivery context and can be used to
guide the adaptation of content to be presenteithdb device. The Resource Description
Framework (RDF) is used to create profiles thatcdes user agent capabilities and
preferences. Client capability and preference datsmns use RDF classes to distinguish
different elements of a profile, so that a schemvara RDF processor can handle CC/PP

profiles embedded in other XML document types.
2224 CDF

Context Description Framework (CDI#hriyenko05] is a Framework for the Semantic
Web. CDF extends RDF with capabilities to modelhhygdynamic and context-sensitive
information. It also extends RDF statements logycahd defines quadruple statements
compared to RDF triples. A CDF quadruple is a $Stet& that inherits from the
rdf:Statementind has an additionatfs:truelnContexproperty from the namespace of the
CDF-Schema Vocabulary Description Language whiclarisextension of RDF-Schema.
The first three components of a CDF quadruple arelas to a RDF triple of subject,
predicate and object. Subjects and objects of GBYements are instancesrdfs:Resource
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and CDF predicate is an instance affs:Property. The fourth component of a CDF

quadruple is the context of the statement.
2.2.3 Ontology based context models

Ontology is commonly used as explicit specificatioha shared conceptualization.
Context is modeled as concepts and facts usingagytoSome examples of systems that

that use this approach are discussed in the fallgwections.
2.2.3.1 CONON

CONON [Wang04] present an OWL based context Ontology feasoning and
representation of contexts in pervasive environs1el@ONON (stands for CONtext
Ontology) is based on the treatment of high-lewaplicit contexts that are derived from
low-level explicit contexts. It is designed to bged in pervasive computing environments
to enable context modeling and logic based comtadoning. It supports interoperability of
different devices. CONON defines generic concemgarding context and provides
extensibility for adding domain specific conceptsgic reasoning is used in order to
perform consistency checks and to calculate higateontext knowledge from explicitly
given low-level context information. The authorsabresent the results of a performance
study which in order to evaluate the feasibilityagic based context reasoning in pervasive
computing environments. This is especially impartéecause in these environments

computational resources such as processing powlemamory are often limited.

CONON consists of an upper ontology which is exésh8ly several domain specific
ontologies for intelligent environments such asmad, “office” or “vehicle”. The upper
ontology holds general concepts which are commadhdsub domains and can therefore be
flexibly extended. CONON is implemented by using ODWhe authors conclude that
context reasoning in pervasive environment is taoesuming but is still feasible for non-
time-critical applications. For time-critical apgditions such as navigation systems or

security systems, the data size and rule complexityt be reduced.

Concerning the overall architecture, the authoxmenend decoupling the context
reasoning from the context usage: a strong sereeionns the reasoning while small
devices such as mobile phones receive the prelatddunhigh-level context from the server
for direct use. This requires infrastructure basedronment.
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2.2.3.2 CoBrA-ONT

CoBrA-ONT[Chen04f] is a context management model that esadlistributed agents
to control the access to their personal informatioa context-aware environment. CoBrA-
ONT is a collection of OWL ontologies for contextrare systems. CoBrA-ONT is
designed to be used as a common vocabulary in dadesvercome the obstacle of
proprietary context models that hinder the interapdity of different devices. Furthermore,

the semantics of OWL are used for context reasoning

CoBrA-ONT is central part of CoBrA, a “broker-cantragent architecture in smart
spaces” where it supports context reasoning aretapéerability as mentioned above. The
center of this architecture is context broker age#ich is a server that runs on a resource-
rich stationary computer. It receives and managesegt knowledge for a set of agents and
devices in its vicinity, which is the “smart spac&gents and devices can contact the

context broker and exchange information by the Ffnt Communication Language.

The architecture of CoBrA-ONT is based on the ugpeology and the domain specific
ontology that extends the upper ontology. CoBrA-ONlTefined using the Web Ontology
Language (OWL) to model the concepts of peoplensg@laces and presentation events. It
also describes the properties and relationshipsveegt these concepts. CoBrA-ONT
depends on the assumption that there always exstgtext-broker server that is known by

all the participants.
2.2.3.3 SOUPA

Standard Ontology for Ubiquitous and Pervasive Aggtions SOUPAChen04e] (the
same authors of CoBrA-ONT) is designed to model andport pervasive computing
applications. The SOUPA ontology is expressed usiiegWeb Ontology Language OWL
and includes modular component vocabularies teesgmt intelligent agents with associated
beliefs, desires, and intentions, time, space, teyearser profiles, actions, and policies for
security and privacy. SOUPA is more comprehensnan tCoBrA-ONT because it deals
with more areas of pervasive computing. It also restes CoBrA-ONT’s problems
regarding ontology reuse. The SOUPA sub-ontologieg many of its concepts using

owl:equivalentClass$o concepts of existing common ontologies.
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2.2.3.4 GAS ontology

GAS ontology[Christopoulou04] is ontology designed for the lalbbration among
ubiquitous computing devices. The basic goal o thmtology is to provide a common
language for the communication and collaboratiorom@gnthe heterogeneous devices that
constitute these environments. The GAS Ontology aspports the service discovery

mechanism that an ubiquitous computing environmeaptires.
2.2.4 Summary

According to [Strang04], ubiquitous computing syssemake high demands on context

modeling approach in terms of the following reqmets:

Distributed composition (dc)Any ubiquitous computing system is a derivativeaof
distributed computing system which lacks of a cnilnstance being responsible for the
creation, deployment and maintenance of data andices, in particular context
descriptions. Instead, composition and administnatif a context model and its data varies
with notably high dynamics in terms of time, netwtwpology and source.

Partial validation (pv):It is highly desirable to be able to partially d&te contextual
knowledge on structure as well as on instance lagalnst a context model in use even if
there is no single place or point in time wheredbptextual knowledge is available on one
node as a result of distributed composition. Thigarticularly important because of the
complexity of contextual interrelationships, whiohake any modeling intention error-

prone.

Richness and quality of information (qudie quality of a information delivered by a
sensor varies over time, as well as the richnegs@fmation provided by different kinds of
sensors characterizing an entity in an ubiquit@mpmuting environment may differ. Thus a
context model appropriate for usage in ubiquitoamputing should inherently support

guality and richness indication.

Incompleteness and ambiguity (in@he set of contextual information available at any
point in time characterizing relevant entities ibiquitous computing environments is
usually incomplete and/or ambiguous, in particufathis information is gathered from
sensor networks. This should be covered by the Imdaoeinstance by interpolation of

incomplete data on the instance level.
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Level of formality (for):It is always a challenge to describe contextualsfaand
interrelationships in preciseandtraceablemanner. For instance, to perform the task “print
document on a printer near to me”, it is requiletidve a precise definition of terms used in
the task, for instance what “near” means to “md”.isl highly desirable, that each
participating party in a ubiquitous computing iateion shares the same interpretation of

the data exchanged and the meaning “behind” itélledshared understanding

Applicability to existing environments (apgjrom the implementation perspective it is
important that a context model must be applicabithim the existing infrastructure of

ubiquitous computing environments, e.g. a serviaméwork such as Web Services.

Table 2-1: Summary of appropriateness of modelpgr@aches

Approaches

Requirements Markup | Graphical 00 Logic Ontology

Scheme models models based based
Distributed + - ++ ++ ++
composition
Partial ++ - + - ++
validation
Quality of - + + - +
information
Incompletenes - - + - +
s/ambiguity
Level of + + + ++ ++
formality
Applicability ++ + + - +
(Key: ++ Comprehensive + Partial - Limite d or none)

Based on a survey made on systems from each cgtefjoontext modeling approaches
using the above requirements as a reference, Sétaalgsummarizes the appropriateness of
these approaches for pervasive computing. The suynmesult given in Table 2.1, by
Strang et al shows that the most promising assetcdntext modeling for ubiquitous
computing environments can be found in the ontologyleling category. In this work, we
will therefore continue to investigate the use ofobogy for semantic context management

modeling in a further detail.

As a conclusion, context representation and managemodeling has been introduced
as a key feature in context-aware computing. Defiérdata centric context management
approaches have been proposed and used in conggxesentation, storage and

management. Most of them lack standardization aedlaveloped as a proprietary model
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for specific domain of application. In this work,ewpropose a comprehensive data
independent ontology based semantically rich aratitiycontext-management model that

insures scalability and reusability of context t@ses and reasoning axioms and rules.

2.3 Related works in context-aware computing services

2.3.1 Overview of context-aware computing services

Early context-aware systems were relatively singrld were often constructed simply
as distributed application components communicadingctly with local or remote sensors.
[Henricksen05a] argue that today, additional irthtaegural components are desirable in
order to reduce the complexity of context-awareliagpons, improve maintainability, and
promote reuse. Such components that can be foundhity current context-aware systems

as shown in Figure 2.1, by Henricksen et al, aseudised below.
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Figure 2-1: Components of Context-Aware Systems
» Context sensordNumerous hardware devices would be equipped \wehcapability
to collect information that will form part of thertext of the system. These devices
should be relatively inexpensive and readily alddand, should hopefully, require a
minimum amount of configuration and management.yTimeist also be capable of
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transmitting information to some central locationgelse communicating with nearby
devices.

» Context ProcessingA model for context management and processing rbast
formulated to provide a resource for applicatioeréby enabling them to
dynamically respond to changes in context such etsvark connectivity, user
location, sound and lighting conditions, etc.

« Context repositoriesContext-Aware systems must have a component tloaides
persistent storage of context information and effitquery facilities.

» Decision supportDecisions support tools may involve reasoning aggdregations.
This component is responsible for decisions onoastitriggers and other related
services.

* Application support Application programmers need to be aware of odnte
information, as the addition of this informationlWundamentally change how they
work. Instead of being driven primarily by expliaiser input as they have been in the
past, applications will begin to ‘act by them salygroactively, but must do so in a
way that attempts to adhere to the law of leagtrae for the user. User interaction
with a context-aware application should also bepg#mand more productive than
with a traditional application [Cheverst0O].

2.3.2 Agent, blackboard and widget based context-aware sy  stems

Context-aware systems in this category tend toagsats, blackboard or widgets in the
middleware to insulate applications from the has$leontext acquisition and processing. In
this section, we try to look at some of the regediveloped agent, blackboard or widget
based context-aware systems or projects we hawéifidd to have close relations with our

work.
2.3.2.1 Context Toolkit

The Context Toolkit [Dey01] aims at facilitatingetifdevelopment and deployment of
context aware applications. The context informatreflects an application's operating
environment that can be sensed by the applicaliba.Context Toolkit consists of context
widgets and a distributed infrastructure that htts¢swidgets. Context widgets are software
components that provide applications with accessotaext information while hiding the
details of context sensing. In the same way GUIgeid insulate applications from some
presentation concerns, context widgets insulatelicgons from context-acquisition

concerns.
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Among the services of the Context Toolkit are:

» Encapsulation of sensors

» Access to context data through a network API

« Abstraction of context data through interpreters

» Sharing of context data through a distributed stftacture
» Storage of context data, including history

» Basic access control for privacy protection

Context aggregators can be thought of as meta-tadgeking on all capabilities of
widgets, providing the ability to aggregate contiebrmation of real-world entities such as
users or places. A context interpreter is usedhbsiract or interpret low-level context
information into higher-level information. For expha, identity, location, and sound level
information could be used to interpret that a nmepts taking place. There is no elaborate
implementation of intelligence; instead, a usercgs high-level concepts that are based

on raw sensor data and environment information.
23.2.2 CMF

The CMF [Korpipaa03] context framework has four anagomponents (Figure 2.2):
context manager, resource server, context recogniservice, and application. When
entities communicate, the context manager functamna central server while other entities
act as clients and use services the server provib@es context manager, any resource
servers, and applications run on the mobile deviself, and the services are either
distributed or local. At the heart of the mobilentinal is the blackboard-based context

manager.

A blackboard-based system has a central server, bthekboard, where all the
participating nodes post their information, and thkackboard then processes this
information, derives inferences and informs thetipigants about them. The blackboard
node stores context information from any sourcelavie to the terminal and serves it to

clients in three ways:

» Clients can directly query the manager (as a contatabase) to gain context data.

» Clients can subscribe to various context changaBaadion services.
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» Clients can use higher-level (composite) contesdaagparently, where the context
manager contacts the required recognition services.

One interesting distinction from other context asvdrameworks is that CMF uses
special mechanisms, specifically fuzzy logic, taldunigh-level concepts from uncertain
and fuzzy sensor data. Most other context-awamadveorks assume that the context is
intelligently specified in terms of high-level campts, but as this work points out, this is not
a simple and straightforward task. They proposaquéiizzy logic to reason about high-

level concepts like location.

Application H

Context manager

- T

/ ~— T
/ T - .
= - = I . 1 -
Resource Context Change detection :
SEerver H recognition service J Service J Security
Resource server:

Low-level context recognition
Sensor : Feature Quantization and
measurement Preprocessing extraction semantic labeling

Figure 2-2: CMF Architecture

2.3.2.3 ACAI

ACAI [Kheder05] is an infrastructure that allowsntext information to be collected,
processed, inferred, and disseminated to spontanegplications. It provides this
interaction seamlessly, without revealing the iehércomplexity required to manage the

heterogeneous sources that provide the contextafiion.

This is achieved through a layered architecturshasvn in Figure 2.3. In the first layer,
the sensing layercontext is sensed and captured through sourcdseddad in the
environment. In the second layéne context service layethe context is interpreted and
structured by the context ontology module. The ewnhinference module deduces other

contextual information that has not been explicséysed by the first layer. However, ACAI
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provides additional functionalities such as sendszovery that provides awareness about
services in the environment. An example might h@iating service to accommodate the
user’s location and printing preferences. It pregidontext management so that context can
be stored, queried and accessed by users and cesowith limited capabilities. It also
provides a context-sensitive communication protdool event notification, service and
information delivery, and presence projection. Ehealue-added functionalities are passed
to mobile users and applications in the third layihis layer functions primarily as an
interface to the lower layer, allowing context infation to be negotiated with the context
providers, and for context level agreements to adarbetween different domains. The third
layer,the application layerprovides the interface between mobile users aptications on

the one hand, and the ACAI context service fundlities on the other.

(Context Level Agreement
Context Negotiation)
Application Layer

(Context Sensitive Communication
Context Service Discovery
Context ontology Representation
Context Management

Context Interface)
Context Service Layer
(Sensors
Internet

Sensing Layer

Figure 2-3: The ACAI layered architecture

ACAI is built on agents namely: the Context managetnagent (CMA), the Coordinator
agent (CA), the Ontology agent (OA), the Reasogent(RA), the System knowledge base
agent (SKBA), and the Context provider agent (CPA).

ACAI does not provide any mechanism for relevanhtegt nor adaptation action
description. Adaptation is always carried out atapplication level.

2.3.24 CAMIdO

CAMIdO [BehlouliO6] is a Context-Aware MiddlewareaBed on Ontology Meta-
Model. CAMIdO provides ontology meta-model for cextt description and application
adaptation that allows context and relevant contiesicription. All the described data are
compiled using the CAMiIdO compildéor generating adaptation source code and ruls file

for relevant context detection. Relevant contexdssociated to an adaptation policy. Then
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the container is used to apply this adaptationrélavant context is detected. The proposed
middleware takes into account two types of adamtatireactive and proactive adaptations.
These adaptations are carried out by the compaoetdiner to which new controllers were
added.

CAMIdO architecture, Figure 2.4, assumes threecbésjers: context sensor layer,

middleware layer and application layer.

» The CollectionManageis in charge of collecting context information rficsensors
according to designer description. For each semsoagent which is an entity allow-
ing interaction with a sensor type, is activateddollecting data from it. Each agent
knows how to interact with the associated sensaudiyg the described information
in the Sensor class. The collected data are traedfdy the CollectionManager to
the ContextAnalyser and the Contextinterpreter.

» The ContextAnalysas responsible for filtering context informationdadetermining
relevant changes. Context filtering consists inediétg context changes by
comparing the collected context value with its oldlue stored in the
ContextRepository. If a relevant context occurs, tlew context value is saved in the
ContextRepository by the ContextAnalyser which fiegi the subscribed component
about this relevant context changes.

ﬂ ComponentADapter ]

Y

[ Context Analyser ]H Inference Component I

T —%[ Contextinterpreter ] Middleware

Collection Manager

Sensor

/

Figure 2-4: CAMIdO architecture
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Major components in CAMiIdO are:

» The Contextinterpretehas to deduce high-level context information bynhgsthe
HowDeduce relation provided by CAMidO meta-model.

» The ContextRepositostores context information.

« The ComponentAdaptdras to adapt an application component to conteahges
according to the adaptation rules defined by th#@iegtion designer. It subscribes to
the ContextAnalyser for relevant context in orderbe notified when it occurs for
applying adaptation policies. The ComponentAdagielongs to the component
container, it is made of many components workingetber in order to adapt
application’s component to context changes.

The described components are used by the CAMidQpitento generate source code
for application adaptation and Rule files, to beedudy the ContextAnalyser and the

ContextInterpreter, for detection of relevant cahtghanges.

CAMIdO is among the recent developments that cmnsi an overall approach to
context data management and processing. CAMid@aod approach for proactive actions
and adaptations. However, it is based on clientesgraradigm and requires proxy service

that requires further treatment to fit the sent@¢he pervasive computing environment.
2.3.3 Broker middleware based context-aware systems

Context-aware systems in this category tend tobusker-based middleware to insulate
applications from the hassle of context acquisiaod processing. In this section, we try to
look at some of the recently developed broker basedext-aware systems or projects we

have identified to have close relations with ourkvo
23.3.1 RCSM

Reconfigurable Context-Sensitive Middleware (RCSit) context-aware applications
[YauO2] is an object-oriented middleware that fitaies the development and runtime
operation of context-sensitive software. Figure ghbws RCSM’s integrated components.
The context-sensitive interface lists the contekts applications use, a list of actions the
applications provide, and a mapping between theanhdlearly indicates, based on specific
context values, when an action should be compldR&iSM provides what is called the

adaptive object container (ADC) for runtime contdata acquisition.
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The RCSM’'s Context-Aware Interface Description Laage (CA-IDL) compiler
generates a custom-made ADC tailored code fordrigg application adaptation according
to developer description that can be used to spewhtext requirements, including the
types of context/situation that are relevant toapplication, the actions to be triggered, and

the timing of these actions.

L Context-sensilive application objects
RCSM
Optional components

RCSM ephemeral group

communication service Other services

Core components

Adaptive object containers (ADCs)
(providing awareness of context)

RCSM object request broker (R-0REB)
(providing transparency over ad hoo communication)

Transport layer protocols for ad hoc nelworks

Figure 2-5: RCSM's integrated components.

The IDL interfaces are compiled to produce applicaskeletons; these interact at run-
time with the RCSM Object Request Broker (R-ORBhjiala manages context acquisition,
and the Situation-Awareness processor, which goresible for managing triggers. The R-
ORB provides a context manager that uses a cordiscovery protocol to manage
registrations of local sensors and discover remsge@sors. When a context-aware
application starts up, the discovery protocol isdut look for local or remote sensors that

satisfy the application’s context requirements.

The main strength of the approach comes from tleafisan IDL to specify context
requirements. This makes it possible to incorponate types of context and context-aware
behavior by editing and recompiling IDL interfacemnd partially addresses ease of
deployment and configuration. The different sitoaél actions and the mapping between
the actions and the context list needs to be statedRCSM has no clear method for

composing context in a semantic way, nor to reasan if the context is composed. The
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context discovery protocol is not flexible enoughstipport mobility or component failure,

and it does not attempt to address scalabilitypncy.

RCSM lacks the ability to separate context knowéedlg@m context data, it does not
support context inference and composition and fitasscalable to the ever increasing size

of context resources.
2.3.3.2 Gaia

The Gaia project [Roma02] defines a meta-operasiygjem that is used to manage
ubiquitous computing environment. Gaia is desigtedfacilitate the construction of
applications for smart spaces, such as smart hanteseeting rooms. It consists of a set of
core services and a framework for building disti@ou context-aware applications. The
system is built as a distributed object system \litlee major building blocks: the Gaia
Kernel, the Gaia Application Framework, and the Wgations. Gaia Kernel services

support various forms of context-awareness, andadiec

» Context service, which allows applications to fiqutoviders for the context
information they require

« Event manager service, which monitors the entiéetering and leaving a smart
space (including people as well as hardware artdvad components)

e Space repository service, which maintains desongtiof hardware and software
components, and

» Context file system, which associates files witkevant context information and
dynamically constructs virtual directory hierarchaccording to the current context.

The approach in Gaia is based on first-order loljics distributed by a client server
architecture, which has similarities to the Contérblkit architecture. Context providers
(Widgets) collect various types of contexts and tenqueried by context consumers
(Applications). A context synthesizer (Aggregat@gntains logic rules that form new
contexts from existing ones. A context providerkigp service (Discoverer) is used by the
consumer for finding the context provider able toduce contexts of an appropriate type.
In the blackboard model, such a lookup serviceotsnecessary. Context history is stored in
a database, except for context synthesizers. Taekibbard model, having central data
storage, makes managing a context database maighsfiorward. Communication between
distributed entities is done using CORBA. Composaiitthe system can be distributed and
discovered using the CORBA naming service and CORBd#ing service.
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The system has a smart-space infrastructure-odemp@roach as opposed to mobile
device-centric. As smart spaces are typically sneatlistrained environments, Gaia does not
address scalability. Similarly, privacy is not aglkbed by any of the basic Gaia services.
Gaia does not support a peer discovery mechanisnebs the applications and the context
providers. Applications can only use the contexiviters available in the registry and this
will introduce scalability issues when the numbéapplication instances increases. Gaia
does not support ontology-based context modelingthis limits the ability of applications

using Gaia active space to advertise the kindeofext they are interested in.

2.3.3.3 CoBrA

A Context Broker Architecture (CoBrA) [Chen03] disses architecture for supporting
context-aware systems. CoBrA uses Semantic Weluéges and tools for managing and
sharing context information. The architecture hasra server entity called Context Broker,
which has the following responsibilities: providecantralized model of context, acquire
contextual information, reason about contextualnmiation that cannot be directly acquired
from the sensors, detect and resolve inconsisteawledge that is stored in the shared
model of context, and protect user privacy. Theigite®f CoBrA is aimed to support
context-aware systems in smart spaces, and eacht spece is assumed to have a
designated central context broker (see Figure 2.6).
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Figure 2-6: Context Broker Architecture

CoBrA is agent-based architecture for supportingte&t-aware computing in smart
spaces that may include physical spaces like livimgns, vehicles, classrooms and meeting
rooms that are populated with intelligent systeha provide pervasive computing services
to users. Central to CoBrA is the presence of tailigent context broker that maintains and
manages a shared contextual model on the behalfcommunity of agents. These agents
can be applications hosted by mobile devices thatea carries or wears (e.g. cell phones,
PDAs and headphones), services that are providedelices in a room (e.g. projector
service, light controller and room temperature caldr) and web services that provide a
web presence for people, places and things inhigsigal world (e.g. services keeping track
of people’s and objects’ whereabouts). The conlbeaker consists of four functional main
components: the Context Knowledge Base, the Contd#etrence Engine, the Context
Acquisition Module and the Privacy Management Meddlo avoid the bottleneck problem
CoBrA offers the possibility of creating broker &dtions. CoBrA provides a sample

intelligent meeting scenario represented in OWleaté.

CoBrA is infrastructure-centric and is not fit f@ervasive computing whereas the
platform proposed in this work is mobile device-rien where no additional equipment for

a mobile device itself is required for system ofiera
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2.3.4 Service oriented middleware based context-aware sys  tems

Context-aware systems in this category tend tesasdce oriented middleware layers to
insulate applications from the hassle of contexfuegtion and processing. In this section,
we try to look at some of the recently developeadise oriented middieware based context-
aware systems or projects we have identified te ltdase relations with our work.

2.3.4.1 CFNs

Context Fusion Networks (CFNs) [ChenO4a] providagdusion services (aggregation
and interpretation of sensor data) to context- ewapplications. CFNs are based on an
operator graph model, in which context processingpecified by application developers in
terms of sources, sinks and channels. In this meeelsors are represented by sources, and
applications by sinks. Operators, which are resptnfor data processing, act as both sources
and sinks. They have implemented the CFN moddlarfdrm of Solar, a scalable peer-to-peer
platform which instantiates the operator graphsruaitime on behalf of context-aware
applications. The Solar implementation supportdieggmon and sensor mobility by buffering
events during periods of disconnection; they alddress component failures by providing
monitoring and recovery, as well as preservatiogarhponent states. However, Solar does

not yet address heterogeneity, privacy, or momgpand control of the system by users.
2.3.4.2 ConFab

Context Fabric (Confab) proposed by [Hong04] isaaned with privacy rather than
with context sensing and processing. Confab prewédehitecture for privacy-sensitive systems,
as well as a set of privacy mechanisms that camseel by application developers. The
architecture structures context information inttmgpaces, which store tuples about a given
entity. Infospaces are populated by context sowsuel as sensors, and queried by context-
aware applications. They have implemented the jpafos model using Web technologies, such
that infospaces are identified by URLs and tupteseachanged in an XML format. Privacy can
be supported by adding operators to an infospacary out actions when tuples enter or
leave the space; for instance, operators can lwetaggerform access control, notify users of
information disclosure, and enforce privacy tags ttescribe how information can be used

after it flows from one infospace to another.
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As Confab focuses so heavily on privacy, it does aadress traditional distributed
systems requirements such as mobility, scalabilitgpmponent failures and
deployment/configuration. However, it does paniatdress heterogeneity, as it builds on
platftorm and language-independent Web standardsaldb provides privacy-related
traceability and control via the operator mechanism

2.3.4.3 SOCAM

The SOCAM architecture [Gu05], shown in Figure 2aims to provide an efficient
infrastructure support for building context-awarervices in pervasive computing
environments. SOCAM is a distributed middlewaret th@nverts various physical spaces
from which contexts are acquired into a semantacspvhere contexts can be shared and
accessed by context-aware services. It consistBeofollowing components, which act as

independent service components:

» Context providers: they abstract useful contexismfheterogeneous sources-External
or Internal; and convert them to OWL representatisa that contexts can be shared
and reused by other service components.

e Context interpreter: it provides logic-reasoningrvg®s to process context
information. RDFS and forward chaining and backwardining rule engines.

» Context database: it stores context ontology arst pantexts for a sub-domain.
There is one logic context database in each domairhome domain.

« Context aware services: they make use of diffelevel of contexts and adapt the
way they behave according to the current context.

e Service-locating service: it provides a mechanishene context providers and the
context interpreter can advertise their presenadso enables users or applications to
locate these services.
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Figure 2-7: SOCAM Architecture

The SOCAM architecture aims to enable rapid prqoky of context-aware services in
pervasive computing environment. It provides orggldfor context description. This
middleware takes into account context acquisitiod anterpretation. It offers an API for
context subscription but there is no means to descelevant context, so each service has
to analyze and alter the acquired context to detet#gvant changes. The SOCAM
middleware uses the inference engine provided byotitology for adapting those services

to context changes.
2.34.4 PACE

PACE project [Heniricksen05a] and [HeniricksenO%bjestigates a variety of issues
related to pervasive computing, including the desij context-aware applications and
solutions for modeling and managing context infafora An early form of their
middleware as given in [Heniricksen04b] is shown Rigure 2.8. Further tools and
components have been added subsequently as adtitmontext-aware application

requirements are uncovered.
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Figure 2-8: Layered context-aware infrastructure

Components and tools in the recent developmentootext-aware infrastructure in

PACE has been developed according to the followigjgn principles:

« The model of context information used in a contawtre system should be explicitly
represented within the system. This representasioould be separate from the
application components and the parts of the systenterned with sensing and
actuation, so that the context model can evolvepeddently, without requiring any
components to be re-implemented.

» The context-aware behavior of context-aware apjpdica should be determined, at
least in part, by external specifications that bancustomized by users and evolved
along with the context model (again, without fogcine-implementation of any
components).
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 The communication between application componemtd, letween the components
and middleware services, should not be tightly ladbtanthe application logic, so that
a significant reimplementation effort is requirechem the underlying transport
protocols or service interfaces change.

PACE project showed the importance of middleware Wboilding context-aware
systems. They also emphasized the importance ehgyj tolerance for failures and
decision support. However, issues like scalabitgndardization, collaboration in mobility
and ubiquity, pervasiveness and the developmedbuofain independent reusable platform

has to be closely investigated in order to makeecdraware computing a reality.
2345 MobiLife

MobilLife project [MobiLife07] [Mrohs06] is to bringadvances in mobile applications
and services within the reach of users in theimylegy life by innovating and deploying
new applications and services based on the evolvapabilities of the 3G systems and
beyond. The project addresses, with a strong ws#ric view, the problematic related to
different end-user devices, available communicatinatworks, interaction modes,
applications and services. Four major working aredsVibiLife are: User centricity,
practical applications and services, architectarestechnologies, and evaluation. MobiLife
focus areas are based on three communication splseteawareness, group-awareness and

world-awareness. This is shown in Figure 2.9.

‘Self-awareness’

+ Local environment

« Automatic configuration arrangement of
devices, services, and local connectivity

= Automatic and multi-modal interfaces

‘Group-awareness’
= Context and presence support
* HMovel privacy and trust models

Figure 2-9: MobiLife communication spheres

MobilLife solution is based on methodology of loakiat the world from the user

perspective. This includes:
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» Try to understand the user needs.

* How these needs can be transferred to technologacal non-technological
requirements.

« How the product development process can be elaxbrad iteratively and
interactively take those needs and requirementsaatount.

Technologies for maintaining a “shared cognitiomiamgst groups of users, such as
modeling and reasoning for contextual awarenesshntdogies for facilitating and
maintaining privacy and trust, and technologies daating and sharing various kinds of
content and media related to everyday life belorigddey areas covered in the project. The
enablers and technologies were embodied in thdcapiph prototypes thus providing the
project further opportunities to learn interactivdhow they could facilitate providing
sustained benefit to the end-users.

2.3.4.6 PerSE

PerSE,a pervasive service environmeambject, [Gripay06] and [Pigeot07], initiated in
our team represents the vision to develop a usented pervasive computing environment.
PerSE allows the user to have access to resouseggices, data) hosted on various

surrounding devices by simply expressing an inbenti

To take part in a PerSE environment, each devisetthhvaun a meta-service, the Base,
enabling it to share its local resources. The P&&&e is in charge of communications with
other Bases, in order to run distributed servicea smart and optimized way. The PerSE
environment consists of many independent Bases, tabiliscover each other, and to send
and receive messages through different communicatiannels (LAN, Wifi, Bluetooth)

available on the devices.

In PerSE, intension of users is expressed usin@IP$Bihler06], a Pervasive Service
Action Query Language developed by the same grBspQL looks like SQL at a glance
but has enhanced features to handle queries imggevenvironment. The PsaQL language
enables the user (or an application) to expressiian (called gartial action) describing
the services the user wants to use and their dedsitation. The PerSE Base has to then
interpret this intention into a connected graphseifvices meant to be executed (called a

complete action).
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Figure 2-10: PerSE Architecture
The PerSE architecture (Figure 2.10) is composéitirek layers, corresponding to the
three main functionalities of the Base: CommunaratiEnvironment and Action. Between

and within these layers, a security infrastructaoemposed of three modules is integrated.

The idea behind the development of the PerSE migtite as part of the PerSE project
is to promote the idea of creating a standardizzdgsive system development platform to
which components can be added from time to time Wbrk in this thesis is running in
parallel with the project PerSE. At last, we armiag to interface with (plug into) the

PerSE platform.

2.4 Review of technologies and tools

In this section, we highlight on some baseline nedbgies that we found are necessary
for the implementation of our semantic based collative context management and
reasoning. The advancement of enabling technolagi¢ise area is among the motivating

factors for this work.
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2.4.1 RDF and RDFS

Resource Description FramewoilRDF) [RDF06] is a W3C-endorsed language for
describing information about resources on the WWWe main entity in RDF is called a
resource. RDF uses the URI mechanism from XML &nidy uniquely these resources,
and the RDF language consists of statements teamade about the resources. RDF is a
directed, labeled graph data format for represgninformation in the Web. Each RDF
statement consists of a subject, a predicate anubgatt. A subject is the resource about
which the statement is made. A predicate is afbate or characteristic of the subject. An

object can be either a resource or a literal vhkaeea string or an integer.

RDF is based on the idea of identifying things gsWeb identifiers (called Uniform
Resource ldentifiers, or URIs), and describing veses in terms of simple properties and
property values. This enables RDF to representlsistatements about resources as a graph
of nodes and arcs representing the resources hairdproperties and values. The group of
statements "there is a Person identifiedhiay://www.w3.org/People/EM/contact#me ,
whose name is Eric Miller, whose email addressnig@av3.org, and whose title is Dr."

could be represented as the RDF graph in Figurke 2.1

Http:/www.w3.org/people/EM/ Dr
contact#Person

Http:/www.w3.0rg/1999/
02/22-RDF-syntax-ns#type

Http:/www.w3.0rg/2000/10/
swap/pim/contact#personalTitle

Http:/www.w3.org/people/EM/

contactéme
Http:/www.w3.0rg/2000/10/swa Http:/www.w3.0rg/2000/10/swap/
pim/contact#mailBo pim/contact#fullName
Mailto:em@w3C.org Eric Miller

Figure 2-11: RDF graph example
 individuals, e.g., Eric Miller, identified by
http://www.w3.org/People/EM/contact#me
» kinds of things, e.g., Person, identified by
http://www.w3.0rg/2000/10/swap/pim/contact#Person

e properties of those things, e.g., mailbox, ideatifby
http://www.w3.0rg/2000/10/swap/pim/contact#mailbox
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» values of those properties, e.gaito.em@w3.org as the value of the mailbox
property (RDF also uses character strings suck@as Miller", and values from other
data types such as integers and dates, as thes\adlpeoperties)

RDF uses XML Schema data types to denote the tfbese literal values. RDF by
itself does not define very strong semantics areteflore, in order to bring in more
structure, RDFS (RDF Schema) was developed. RDkSvalauthors to create simple
hierarchies using the rdfs:Class resource andsuf€lassOf property. Resources can be
declared to be instances of an rdfs:Class by mettise rdfs:type property. RDFS also
allows authors to specify the domain and rangeropgrties. Finally, properties in RDFS

can be declared to be sub properties of other piiepdy means of the rdfs:subPropertyOf
property.

2.4.2 Ontology and OWL

Ontologyformally defined by [Gruber93], for the first timis “an explicit specification
of a conceptualization”. The term is borrowed frguhilosophy, where ontology is a
systematic account of Existence. For artificiaklligence systems, what “exists” is that
which can be represented. When the knowledge ain@adh is represented in a declarative
formalism, the set of objects that can be represkistcalled the universe of discourse. This
set of objects, and the describable relationshippong them, are reflected in the
representational vocabulary with which a knowletdgsed program represents knowledge.
Thus, in the context of Al, we can describe theolmgy of a program by defining a set of
representational terms. In such ontology, defingi@ssociate the names of entities in the
universe of discourse (e.g., classes, relationsctions, or other objects) with human-
readable text describing what the names mean, andaf axioms that constrain the
interpretation and well-formed use of these terRsmally, ontology is the statement of a

logical theory”.

Ontology therefore is a description (like a fornsplecification of a program) of the
concepts and relationships that can exist for aantagr a community of agents. This
definition is consistent with the usage of ontolag set-of-concept-definitions, but more
general. In addition, it is certainly a differeminse of the word than its use in philosophy.
Ontology allows a programmer to specify, in an gpmaeaningful, way the concepts and
relationships that collectively characterize soramdin. Examples might be the concepts of

red and white wine, grape varieties, vintage yeanseries and so forth that characterize the
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domain of ‘wine’, and relationships such as 'weasproduce wines', 'wines have a year of
production’. This wine ontology might be developeitially for a particular application,
such as a stock-control system at a wine warehdsssuch, it may be considered similar
to a well-defined database schema. The advantagetatogy is that it is an explicit, first-
class description. So having been developed forpomgose, it can be published and reused
for other purposes. For example, a given winery msg the wine ontology to link its
production schedule to the stock system at the wiaeehouse. Alternatively, a wine
recommendation program may use the wine ontologg, @ description (ontology) of

different dishes to recommend wines for a givenumen

Because of the limited expressive power of RDFpfee have worked on more
powerful alternative to extensions to RDFS to repn¢ ontology. One of the most widely
known alternatives is the Web Ontology Language, L.QWcGuinness07] [OWL07]. OWL
has evolved out of DAML and OIL and it is a W3Casunendation. It is designed for use
by applications that need to process the contenbfofmation instead of just presenting
information to humans. OWL facilitates greater maehinterpretability of Web content
than that supported by XML, RDF, and RDF SchemaRF) by providing additional
vocabulary along with a formal semantics. It isltoan top of RDF/RDFS, which means
that OWL ontology also consists of statements #natmade about resources. Like RDFS,
OWL distinguishes between classes and instancesngrthe language constructs that give
OWL more expressive power than RDFS are: ontolagpoiting, different types of
properties, cardinalities, characteristics of praps, value restrictions, equivalence

between classes and individual and set operation.

OWL has vocabularies that make it among the bestlidate languages in a semantic
Web and for reasoning and inference in knowledgemagament. Details of these

vocabularies are given in the annex section.
2.4.3 Protégé editor and tools

Protégé [Protege07] is an ontology editor develageBtanford. Protégé is a free, open-
source platform that provides a growing user conitgumith a suite of tools to construct
domain models and knowledge-based applications evitblogy. It is available as a stand-
alone Java application or as a Java Applet. Iwallasers to create and edit ontology and

store them in RDF(S) or other formats. Protégénallthe installations of plug-ins. Plug-ins
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are available for importing/exporting OWL files;gmide graphical tools for authoring
ontology, etc. It has a clean graphical user iat=f with separate tabs for displaying
ontology classes, properties and instances. Clamsésproperties are organized in tree

structures. The Protégé-OWL editor enables users to

* Load and save OWL and RDF ontologies.

« Edit and visualize classes and properties.

» Define logical class characteristics as OWL expoess
» Execute reasoner such as description logic classifi

e Edit OWL individuals for Semantic Web markup.

At its core, Protégé implements a rich set of kmalgke-modeling structures and actions
that support the creation, visualization, and malafon of ontologies in various
representation formats. Protégé can be customzgutavide domain-friendly support for
creating knowledge models and entering data. FyrBretégée can be extended by way of a
plug-in architecture and a Java-based Applicatimgmming Interface (API) for building
advanced knowledge-based tools and applicatiores Pfotégé-OWL APl is an open-source
Java library for the Web Ontology Language (OWLJ &DF(S). The API provides classes
and methods to load and save OWL files, to quedyraanipulate OWL data models, and to
perform reasoning based on Description Logic ergyif@rthermore, the API is optimized
for the implementation of graphical user interfacBse API is designed to be used in the
development of components that are executed insidine Protégé-OWL editor's user

interface.

The output obtained by executing this program amndstlone is "Class URI:
http://hello.com#World". The Protégé-OWL APIs arailb from collection of Java
interfaces from the model package. These interfpo@dde access to the OWL model and
its elements like classes, properties, and indalgluApplication developers should not
access the implementation of these interfaces ttirdaut only operate on the interfaces.
Using these interfaces, you do not have to worualthe internal details of how Protégé

stores ontology.

The most important model interface is OWLModel, ethprovides access to the top-
level container of the resources in the ontologgu ¥an use OWLModel to create, query,
and delete resources of various types and thethasgbjects returned by the OWLModel to
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do specific operations. For example, the followamippet creates a new OWLNamedClass
(which corresponds to owl:Class in OWL), and thetsgts URI:

OWLModel owlModel = ProtegeOWL.createJenaOWLModel()
OWLNamedClass worldClass=owlIModel.createOWLNamedCla ss("World");
System.out.printin("Class URI: " + worldClass.getUR 10);

Note that the class ProtegeOWL provides a coupt®obenient static methods to create
OWLModels, also from existing OWL files. For exampyou can load an existing ontology

from the web using:

String uri = "http://www.owl-ontologies.com/travel. owl";
OWLModel owlModel=ProtegeOWL.createJenaOWLModelFrom URI(uri);

2.4.4 Jena reasoning framework

Jena [Jena07] is a Java API based framework fddibgi Semantic Web applications
that allows users to read, write, and manipulateF@) and OWL models. The
“com.hp.hpl.jena...impl” packages contains mosttleé common Jena implementation

classes.

Jena can read and write files in any of the stah&®DF storage formats. In addition,
Jena can store and read RDF data in a relatiotabase (MySQL, PostgreSQL, and Oracle
are supported). Jena offers statement-centric dbase the subject-predicate-object
structure) support for manipulating RDF and OWLad@hcluding typed literals, RDFS and
OWL specific constructs, and standard vocabulares) comes with a built-in RDF query
language, SPARQL. Jena provides a programmatica@mwvient for RDF, RDFS, OWL and
SPARQL and includes a rule-based inference endieea has object classes to represent
graphs, resources, properties and literals. Therfades representing resources, properties
and literals are called Resource, Property anddlitespectively. In Jena, a graph is called
a model and is represented by the Model interfébe.code to create this graph, or model,
is demonstrated below. The code begins with sometaat definitions and then creates an
empty Model, using the ModelFactory method calledateDefaultModel() to create a
memory-based model. Jena contains other implenmemsadf the Model interface, e.g one
which uses a relational database: these types ofleM@re also available from
ModelFactory. The John Smith resource is then eceaind a property added to it. The
property is provided by a "constant" class VCARRttholds objects representing all the
definitions in the VCARD schema.
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/I some definitions

static String personURI = "http://somewhere/JohnSmi th";
static String fullName = "John Smith";

/I create an empty Model

Model model = ModelFactory.createDefaultModel();

/I create the resource

Resource johnSmith = model.createResource(personURI );
/I add the property

johnSmith.addProperty(VCARD.FN, fullName);

Let us add some more detail to theard exploring some more features of RDF and
Jena. In the first example, the property value wdgeral. RDF properties can also take
other resources as their value. Extending this @k@mve can add new properiycard:N,
to represent the structure of John Smith's namev@érd:N property takes a resource as its
value. We can also represent the compound naméadkato URI known as diank Node.
The Jena code to construct this extended examplieas below.

/I some definitions

String personURI = "http://somewhere/JohnSmith";
String givenName = "John";
String familyName = "Smith";
String fullName = givenName + " " + familyName;

/I create an empty Model
Model model = ModelFactory.createDefaultModel();
/I create the resource
/I and add the properties cascading style
Resource johnSmith
= model.createResource(personURI)
.addProperty(VCARD.FN, fullName)
.addProperty(VCARD.N,
model.createResource()
.addProperty(VCARD.Given, givenNam e)
.addProperty(VCARD.Family, familyN ame));

Each arc in an RDF Model is called a statementhEaatement asserts a fact about a
resource. A statement has three parts: the subj#ice resource from which the arc leaves,
the predicate is the property that labels the and the object is the resource or literal

pointed to by the arc. A statement is sometimdgsdal triple, because of its three parts.

An RDF Model is represented asetof statements. Each call afildProperty in the
above example added another statement to the Md¢Bekause a Model is set of
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statements, adding a duplicate of a statement basffect.) The Jena model interface
defines distStatements() method which returns a&tmtlterator , @ subtype of
Java'slterator over all the statements in a Mod&8tmtiterator has a method
nextStatement() which returns the next statement from the iterétoe same one that
next() would deliver, already cast tatement ). TheStatement interface provides

accessor methods to the subject, predicate andtaijja statement.

Now we will use the interface to extend the aboxangple to list all the statements

created and print them out as follows:

I list the statements in the Model
Stmtlterator iter = model.listStatements();
Il print out predicate, subject and object
while (iter.hasNext()) {
Statement stmt = iter.nextStatement();
Resource subject = stmt.getSubject();
Property predicate = stmt.getPredicate();
RDFNode object = stmt.getObject();
System.out.print(subject.toString());
System.out.print(" " + predicate.toString() + " ");
if (object instanceof Resource) {
System.out.print(object.toString());
} else {
/I object is a literal
System.out.print(" \"" + object.toString() +"\");
}

System.out.printin(" .");

Since the object of a statement can be eitheraures or a literal, thgetObject()
method returns an object typed B®FNode which is a common superclass of both
Resource andLiteral . The underlying object is of the appropriate type,the code

usesnstanceof  to determine which and processes it accordingly.

Jena also provides operations for manipulating Mods a whole. The common set
operations like union (Modell.union(Model2)), irdection (Modell.intersection(Model2))

and difference (Modell.difference(Model2)); canused to manipulate data models.
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An extension to RDF based Jena model for reasanitige semantic applications is the
Jena ontology model. The Jena Ontology API is laggtneutral. The Jena OntModel
extends the Jena RDF Model by adding support ferkihds of objects expected to be in
ontology: classes (in a class hierarchy), prope(iie a property hierarchy) and individuals.
The properties defined in the ontology language tagccessor methods. For example, an
OntClass has a method to list its super-classegshwtorresponds to the values of the
subClassOf property. When the OntClass listSupsgeék() method is called, the
information is retrieved from the underlying RDRtsiments. Similarly adding a subclass to

anontClass asserts an additional RDF statement into the model

An ontology model is an extension of the Jena RD&deh that provides extra
capabilities for handling ontology data sourcestoliyy models are created through the

Jena ModelFactory. The simplest way to create aolayy model is as follows:

OntModel m = ModelFactory.createOntologyModel();
To create a model with a given specification, invttkeModelFactory  as follows:

OntModel m = ModelFactory.createOntologyModel(
OntModelSpec.OWL_MEM );

To create a custom model specification, we canteraanew one from scratch and call
the various methods to set the appropriate vaMese often, we want only a variation on
an existing recipe. In this case, we copy an exgssipecification and then update the copy

as necessary.

OntModelSpec s = new OntModelSpec( OntModelSpec.OWL _MEM);
s.setDocumentManager( myDocMgr );
OntModel m = ModelFactory.createOntologyModel( s );

MySQL database engine [MySQLO7] with its ODBC-JDBGDBCO07] and database
connection to Jena framework is a key entry panddta transactions in Jena. Transaction

and query on the data axis of the context is basdatie SQL [Groff02].
2.4.5 The SPARQL query language

Data retrieval on the semantic axis of contextléspwvhile reasoning is done using the
SPARQL [SPARQLO7] query language. SPARQL query leatg is based on matching
graph patterns that contain triple patterns, castjons, disjunctions, and optional patterns.
Triple patterns are like RDF triples, but with thation of a query variables in place of RDF
terms in the subject, predicate or object positi&@@@mbining triple patterns gives a basic
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graph pattern, where an exact match to a grapkadad. SPARQL can be used to express
queries across diverse data sources, whether thesdstored natively as RDF or viewed as
RDF via middleware. SPARQL contains capabilities duerying required and optional
graph patterns along with their conjunctions ansjutictions. SPARQL also supports
extensible value testing and constraining querigssturce RDF graph. The results of

SPARQL queries can be results sets or RDF graphs.

For example, the following SPARQL query returns rathbile devices having a VGA
display and a processor speed more than 400Mhaisdtdisplays the name of the owner if

that information is available. The result from theery will look like the one in Table 2.2.

IISPARQL query formation
PREFIX ns: <http://www.myexample.com/coca.owl#>
SELECT ?mdv ?ps ?person
WHERE {
?mdevice rdfs:subClassOf ns:Device.
?mdevice ns:deviceType ns:Mobile.
?mdv rdf:type ?mdevice.
?mdv ns:displayType ns:VGA.
?mdv ns:processorSpeed ?ps.
OPTIONAL{?mdv ns:ownedBy ?person.}

FILTER(?ps>400)
}
Table 2-2: Sample output from a SPARQL query
ndv ps person
PDAOOL . 480
TabletPC009 | 700 | Bob
SmartPhone023 420

2.4.6 JXTA collaboration protocols

The potential use of peer-to-peer networking has lwkemonstrated by the popularity of
applications like Napster [Napster06], Gnutella [@&Hlla06], FreeNet [FreeNet06]. As a
complement to this, Jxta [JXTAQO7] has been intratudy Sun Microsystems. JXTA
technology is a set of open, generalized peer-&v-peotocols that allows any connected
device (cell phone to PDA, PC to server) on thevodt to communicate and collaborate.
Project-JXTA is an open source effort that had imed the developer community from the

start. It provides a peer-to-peer infrastructurerowhich other peer- to-peer applications
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can be built. IXTA protocols standardize the mammevhich peers self-organize into peer
groups, discover each other, advertise networkicEsycommunicate with each other, and

monitor each other. Figure 2.12 shows an overlasugh virtual peer-to-peer collaboration
network.

Eg. P2P Pipe Binding
Protocol

Buidden {eniiA

Virtual Network with uniform
addressing (PeerlD)

Physical Network i

Computer

Figure 2-12: Overlay of the virtual peer-to-peer collaboration network

A JXTA peer is any networked device (sensor, ph&i®\, PC, server, supercomputer,
etc.) that implements the core JXTA protocols. Eaeér is identified by a unique ID. Peers
are autonomous and operate independently and asymaisly of all other peers. Some
peers may have dependencies upon other peersmigiié be due to special requirements
such as the need for gateways, proxies or rouBssts may publish network services and
resources (CPU, storage, databases, documenisfogteise by other peers. A peer may

cache advertisements for JXTA resources, but daogis optional. Peers may have
persistent storage.

Peers are typically configured to discover spordarky each other on the network to
form transient or persistent relationships witheotpeers. Peers that provide the same set of
services tend to be interchangeable. As a resestisptypically need to interact with only a
small number of other peers (network neighbors wddy peers). Peers should not make

assumptions about the reliability of other peeeser® may join or leave the network at any
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time. A peer should always anticipate that connégtimight be lost to any peer that it is

currently communicating with.

Peers may advertise multiple network interfaceshHaublished interface is advertised
as a peer endpoint. A peer endpoint is a URI thaquely identify a peer network interface
(for example, a URI might specify a TCP port anslagated IP address). Peer endpoints are

used by peers to establish direct point-to-poimnaztions between two peers.

Peers self-organize into Peer Groups. A peer gewpcollection of peers that have a
common set of interests. Each peer group is unygigeintified by a PeerGroup Id. The
JXTA protocols do not dictate when, where, or wieempgroups are created. The JXTA
protocols only describe how peers may publish,alieg join, and monitor peer groups.
Communicating peers are not required to have dipeatt-to-point network connection
between themselves. A peer may need to use oneore mtermediary peers to route a
message to another peer that is separated dueysicahnetwork connections or network
configurations (e.g., NATSs, firewalls, or proxies).

The JXTA protocols are a set of six protocols theate been specifically designed for ad
hoc, pervasive, and multi-hop peer-to-peer netvamputing. Using the JXTA protocols,
peers can cooperate to form self-organized aneceefigured peer groups independent of
their positions in the network (edges, firewallgtwork address translators, public vs.

private address spaces), and without the needehtaalized management infrastructure.

The JXTA protocols are designed to have very lowrbgad, made few assumptions
about the underlying network transport and impos® frequirements on the peer
environment, and yet are able to be used to deplowide variety of peer-to-peer

applications and services in a highly unreliabld enanging network environment.

Peers use the JXTA protocols to advertise theiouees and to discover network
resources (services, pipes, etc.) available frdmrgpeers. Peers form and join peer groups
to create special relationships. Peers cooperateute messages allowing for full peer
connectivity. The JXTA protocols allow peers to coonicate without the need to
understand or manage the potentially complex amduahyc network topologies, which are

increasingly common.
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The JXTA protocols allow peers to route dynamicaflgssages across multiple network
hops to any destination in the network (potentidtigversing firewalls). Each message
carries with it either a complete or a partiallglered list of gateway peers through which
the message might be routed. Intermediate pee¢hgiroute may assist the routing by using
routes they know of to shorten or optimize the ecautmessage is set to follow.

Peer Information
Protocol

Peer Information
Protocol

Peer Rendezvous
Protocol

Peer Rendezvous
Protocol

Peer Binding
Protocol

Peer Binding
Protocol

Peer Discovery
Protocol

Peer Discovery
Protocol

Peer

Peer

Peer Resolver
Protocol

Peer Resolver
Protocol

Peer Endpoint
Protocol

Peer Endpoint
Protocol

End Point

End Point

TRANSPORT

TRANSPORT

Figure 2-13: JXTA protocols

The JXTA protocols are composed of six protocolgyfe 2.13) that work together to

allow the discovery, organization, monitoring amdnenunication between peers:

» Peer Resolver Protocol (PRP) is the mechanism bghadnpeer can send a query to
one or more peers, and receive a response (orpheuiesponses) to the query. The
PRP implements a query/response protocol. The nsgpmessage is matched to the
guery via a unique id included in the message bQueries can be directed to the
whole group or to specific peers within the group.

« Peer Discovery Protocol (PDP) is the mechanism hichva peer can advertise its
own resources, and discover the resources fronr gibers (peer groups, services,
pipes and additional peers). Every peer resourdessribed and published using an
advertisement. Advertisements are programming lagetneutral metadata
structures that describe network resources. Adartents are represented as XML
documents.

» Peer Information Protocol (PIP) is the mechanisnwhich a peer may obtain status
information about other peers. This can includetestauptime, traffic load,
capabilities, and other information.
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» Pipe Binding Protocol (PBP) is the mechanism bychta peer can establish a virtual
communication channel or pipe between one or meersp The PBP is used by a
peer to bind two or more ends of the connectiopg@ndpoints). Pipes provide the
foundation communication mechanism between peers.

* Endpoint Routing Protocol (ERP) is the mechanismwbych a peer can discover a
route (sequence of hops) used to send a messagetteer peer. If a peer “A” wants
to send a message to peer “C”, and there is no kribsect route between “A” and
“C”, then peer “A” needs to find intermediary pegr(vho will route the message to
“C”. ERP is used to determine the route informatibthe network topology changes
and makes a previously used route unavailable spear use ERP to find an alternate
route.

* Rendezvous Protocol (RVP) is the mechanism by whedrs can subscribe or be a
subscriber to a propagation service. Within a pgeyup, peers can be either
rendezvous peers or peers that are listening tdemous peers. The Rendezvous
Protocol allows a peer to send messages to alidteming instances of the service.
The RVP is used by the Peer Resolver Protocol gnithd Pipe Binding Protocol in
order to propagate messages.

All of these protocols are implemented using a cemmmessaging layer. This
messaging layer is what binds the JXTA protocolsdnous network transports. Each of
the JXTA protocols is independent of the othergegr is not required to implement all of
the JXTA protocols to be a JXTA peer. A peer omhpiements the protocols that it needs

to use. For example:

* A device may have all the necessary advertiseniensgs pre-stored in memory, and
therefore not need to implement the Peer DiscoReoyocol.

* A peer may use a pre-configured set of router ptergute all its messages. Because
the peer just sends messages to the known rooteesforwarded, it does not need to
fully implement the Endpoint Routing Protocol.

* A peer may not need to obtain or wish to providegust information to other peers;
hence, the peer might not implement the Peer Irdition Protocol.

Each peer must implement two protocols in ordelbdcaddressable as a peer: the Peer
Resolver Protocol and the Endpoint Routing Protoddiese two protocols and the
advertisements, services and definitions they depgon are known as the JXTA Core
Specification. The JXTA Core Specification estdidis the base infrastructure used by

other services and applications.
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The remaining JXTA protocols, services and advemisnts are optional. JXTA
implementations are not required to provide theseices, but are strongly recommended to
do so. Implementing these services provides great¢eroperability with other
implementations and broader functionality. Thesamon JXTA services are known as the
JXTA Standard Services.

A peer may decide to cache advertisements discowaaethe Peer Discovery Protocol
for later usage. It is important to point out tleching is not required by the JXTA
architecture, but caching can be an important apétion. By caching advertisements, a
peer avoids the need to perform a new discoverly 8aw it accesses a network resource.
In transient environment, performing the discoverythe only viable solution. In static

environments, caching is more efficient.

A unique characteristic of peer-to-peer networkse JXTA, is their ability to replicate
spontaneously information toward end-users. Popaldrertisements are likely to be
replicated more often, making them easier to findrere copies become available. Peers
do not have to return to the same peer to obtanattvertisements they seek. Instead of
querying the original source of an advertisemererp may query neighboring peers that
have already cached the information. Each peer potgntially become an advertisement

provider to any other peer.

The JXTA protocols have been designed to allow JX®Ae easily implemented on
uni-directional links and asymmetric transports. garticular, many forms of wireless
networking do not provide equal capability for dms to send and receive. JXTA permits
any uni-directional link to be used when necessangroving overall performance and
network connectivity in the system. The intentas the JXTA protocols to be as pervasive
as possible, and easy to implement on any transjpoplementations on reliable and bi-
directional transports such as TCP/IP or HTTP ghdeld to efficient bi-directional

communications.

The JXTA uni-directional and asymmetric transpdeyp well in multi-hop network
environments where the message latency may beudiffo predict. Furthermore, peers in a
peer-to-peer network tend to have nondeterminisicaviors. They may join or leave the

network on a very frequent basis.
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Another important advantage of using JXTA is thealepment of its Micro Edition,
JXME [JXMEOQ7] ], that provides a JXTA compatibleagfbrm on resource constrained
devices using the Connected Limited Device Configan (CLDC) or the Mobile
Information Device Profile 2.0 (MIDP), or Connect&evice Configuration (CDC). The
range of devices includes the smart phones to P&sg JXTA Java Micro Edition
platform, any CLDC/MIDP/CDC device can participate the JXTA network with any
other JXTA device.

2.5 Summary

Pervasive context-aware systems must address niahg oequirements of traditional
distributed systems, such as heterogeneity, myppbildcalability, and tolerance for
component failures and disconnections. In additamtording to [Henricksen04b], it must
protect users’ personal information, such as locatind preferences, in accordance with
their privacy preferences, and ensure that autemattions taken by context-aware
applications on behalf of users can be adequatalignstood and controlled by users. The
large number of distributed components that aresgie in context-aware systems
introduces a requirement for deploying, configurimgd managing networks of sensors,
actuators, context processing components, conapasitories, and so on. Summary of

these requirements are:

Support forheterogeneityHardware components ranging from resource-poons@s,

actuators and mobile client devices to high-pertomoe servers must be supported.

Support formobility. All components can be mobile, and the commurocagirotocols
that underpin the system must therefore supportoppiately flexible forms of routing.
Context information may need to migrate with coit@ware components. Flexible

component discovery mechanisms are required.

Scalability Context processing components and communicatiotogols must perform
adequately in systems ranging from few to many @amnsactuators and application
components. Similarly, they must scale to largeina of context data.

Support forprivacy. Flows of context information between the disttém components
of a context-aware system must be controlled aaogrdo users’ privacy needs and

expectations.
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Traceability and control: The state of the system componentsi@fodmation flows
between components should be open to inspectionl,-v@here relevant, manipulation - in

order to provide adequate understanding and coofitble system to users.

Tolerancefor component failures: Sensors and other comparemet likely to fail in the
ordinary operation of a context-aware system. Digegtions may also occur. The system

must continue operation, without requiring excessasources to detect and handle failures.

Ease of deploymentand configuration: The distributed hardware andtvemfe
components of a context-aware system must be edsilpyed and configured to meet user

and environmental requirements, potentially by e&perts.

Decisionsupport A decision is a choice between alternatives basedstimates of the
values of those alternatives. Context-aware systamst be able to make decisions or help

to make decisions.

Henricksen et al presented the summary of the dépes of the common solutions
selected from each category we have discussedrédudt of the survey, as is shown in
Table 2.3, indicates that comprehensive solutiamsiat exist yet. They have emphasized

that none of the solutions provide decision support

Table 2-3: Comparison on middleware support fortegiraware systems

Requirement ContextToolkit CFN |ConFap Gaia RCSM
_Heterogeneity | Vo X VoYL Voo
Mobility | V| WX Y] X
_Scalability | X | VWX XL X
Privacy L. X | X L WXL X
_Traceability | X | X ] Vo X X
_Tolerance | X | WX Y] X
_Deployment | X | Vo XYL Voo

Decision X X X X X

(Key: VvV = Comprehensive V=Partial X=None)

In a recent similar work, [Gu05] have proposed avise based framework and
middleware solution that uses context reasoningre€els as a basic source of context-aware
services. [Sharmin06] have developed MARKS thathaartially addressed the problem of

mobility and lack of semantics for context reasgnin They have emphasized the
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importance of ad-hoc communication and knowledgabilisy in the development of

context-aware systems in pervasive computing ensient.

Despite all these efforts, there is still a lotitmto ensure standard, scalability, quality of
service and robustness with respect to the inhgremasive component failure that needs
self healing, varying device capacity, and frequehéinge of context in a pervasive
environment. The uses of semantic ontology as eceaaf domain knowledge and ad-hoc
sharing of this knowledge among pervasive devicégh waries capacity are among the
important issues to be addressed in a pervasiveexisaware computing. The
computationally intensive characteristics of cohtesasoning process and the lack of
semantically rich context model have been a battiknfor the development of such
applications. Moreover, supporting technologies parvasive computing like ontology
tools, peer-to-peer protocols, and reasoning taots becoming more popular and more

available.

In this thesis, we propose ontology based semdlgticgeh and hybrid context model,
and a collaborative context-aware service platfémat insures scalability and reusability.
We use collaboration of pervasive peers where gbkata and all its semantic supporting
elements like context ontology and rules are disted and shared among the collaborating
peers. The merits of our platform in relation te #bove requirements will be discussed and

comparison with related works will be presentedarmthie summary section of chapter 5.



Chapter 3 CONTEXT MODELING: THE
EHRAM MODEL

3.1 Introduction

Humans have always used their understanding ofirtistances or context to navigate
the world around them, to organize information, amdcdapt to conditions. For example,
when we are having a conversation in a market plaedalk louder so that the other person
can hear. But when we are in a meeting room, wepgniso as not to disturb other people.
This phenomenon is called context-awareness. Cbateareness has also been a major
part of computing. For example, by using the curtene, computers can give us reminders
of calendar events. By using our login identitymguters can personalize the appearance of
our user interface. Similarly, computers can tdgsfiwith time giving us many ways of

organizing information.

In this chapter, we present our new approach toetimoglcontext representation. We use
EHRAM, a conceptual context meta model that usedestd entities, their hierarchies,

relationships, axioms and metadata as basic bgildiock for context representation.

3.2 What is Context?

The most widely referenced definition of contexigisen by [Dey00]. Dey states that
context is*Any information that can be used to characteribe situation of an entity. An
entity is a user, a place, or a physical or compiotaal object that is considered relevant to
the interaction between a user and an applicatimtjuding the user and application
themselves.”[Winograd01], on the other hand, indicates thedinitions like that of Dey are
intended to be adequately general to cover the svitv&t have been done on context-based
interactions. He however argues that in using ageded phrases such as “any information”
and “characterize”, it becomes so broad that cantexers everything without boundary.
According to Winograd “something is context because of the way it i®dusn
interpretation, not due to its inherent properti@se voltage on the power lines is a context
if there is some action by the user and/or compwieose interpretation is dependant on it,

but otherwise is just part of the environment.”
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From Dey's generalized definition and Winogard'sedfication on definition of
context, we consider context am operational term whose definition depends on the
intention for which it is collected and the integpaition of the operations involved on an
entity at a particular time and space rather thdse inherent characteristics of the entities
and the operations themselvé&omething that is context for one person might make
sense for the other. Even something that is conteder certain condition for a particular
person might not be important to the same persaremmnother condition. With this
background, context can be seenaaesponse to the how, where, when, what, who and
which type questions on entity descriptors andrtimeraction with one another that affect
actions taken by or actions accepted by the eatiGentext can also be described in terms
of a statement that we make about the characteristics the entities, their relationships

and properties of the relationships
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R I I e I
H !
LA Activity Physical Person | | Entity
AN Ineeds Environment ”"Y)WnsA o
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Figure 3-1: Context Entities, hierarchies and relationships

Context data is collected for each participatingtgmsing hardware or software tools.
Classes of generic context entities with some eXxawipsub entities are given in Figure 3.1.
The figure also shows relations between entitietuding thesubEntityOfrelation. At the
root of the hierarchy is a global entity ham@dntextEntity.We can define object type
relations likelocatedInor connectedTdetween entities. We can also define attribute typ
relations likehasDataRaterelation that take literal as its value. Entiteasd relations are

sources of context data.
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Figure 3.1 also shows the major classes of comtetity descriptors we use to represent
a pervasive computing environment. This includesrspnal context, device context,
physical environment context, network context, \aiti context, service context, and
location context. Personal entity provides contdikis person’s identity, address, service
preference, device ownership, activity, locatiott. ©evice entity provides contexts like
hardware properties, software properties, displagperties, device capabilities, etc.
Network entity contexts are expressed in terms adpgrties like delay and error
characteristics, data rate, transport protocols, Bhysical environment entity provides
contexts like illumination, noise level, humiditemperature, etc. Activity entity contexts
tell if an activity is scheduled or not, if it needpecial location or not, type of the activity,
starting time, etc. Location entity provides comsexbout its containment and situation with
respect to other entities. Service entity providestext about where the service is located,
type of the service (data service, audio servigcdeor service, application service ...),

service availability, etc.

Some examples of how we define and represent corgeshown in Table 3.1. The
column on the left side shows a generic level a&bim of relationship between entities.
This is equivalent to defining the domain and rangja relation. The column on the right
side shows the use of the same relationship ireaifspdomain of application, in this case

medical application.

Table 3-1: Sample generic and domain based dedmibif relationships

Generic level Sample domain level
definition equivalent
Person isEngagedin Physician isEngageln Patient-

Actvity ] eatment
Location isLocatedIn Library isLocatedIn Campus

JLocation
Person isLocatedIn Student isLocatedIn Library

JLocation
Network hasDataRate xxx ConnectionX hasDataRate low

A close look at such statements shows the need fagher-level statement about these
statements that can be expressed in terms of retarent or axioms. Information like
time of occurrence, precision, source of data, &n.be part of such meta-information. For
example, we can statstudent isLocatedIn library”at a givertime t We can also state that
the precision of the stateméiat network connection has low spee¥’ 85%. Timet that is

associated withstudent isLocatedIn library,and precision of 85% that is associated with
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“connection hasSpeed Loweéfer not to the individual components of theestatnts but to

the entire statements.

Regarding the axioms, if we define a relatiocatedInis transitive themocatedIinobeys
the transitivity axiom: for examplelibrary isLocatedIin campusand ‘student isLocatedIn
library” means thatstudent isLocatedIin campusSimilarly if we define owned-big an

inverse of ownghen: ‘device owned-by persomheans fjerson owns device”

3.3 The EHRAM context representation model

The behavior of context-aware applications deperaonly on their internal state and
user interactions but also on the context sensedgltheir execution. Some early models
of context representation already exist, howevesicbassues related to context data
modeling are still not fully addressed as existiogtext models vary in the types of context
information they can represent. While some modate the user's current situation, others
model the physical environment. The challenge guioin place a more generic approach to
context modeling in order to capture and represanbus features of context information
including a variety of types of context informatjomlependencies among context

information and quality of context information.

Context representation needs a model that suppa#dyg transaction of piece wise tiny
but voluminous, and dynamic context data. Equatipartant is the capacity to aggregate
and interpret the context data with respect tos@mantics in order to make it ready for

reasoning and decision.
3.3.1 EHRAM model presentation

We now present our novel context representationen&down as EHRAM context
representation model. We define EHRAM as a layemtext representation meta-model
that uses set of entities (E), set of hierarchids éet of relations (R), set of axiomatic
relations (A) and set of metadata (M) to represemtext data and its semantics. The name
EHRAM is composed from the initials of the compotsesf EHRAM described below:

» Eis set of entities for which context is to be captl

* H is set of binary relations that form an inversdigected acyclic graph (inverted
DAG) on entities.Nodes of the graph represent entities aarts of the graph
represent hierarchical relations. The root entittha top of the hierarchy graph is a
global entity known a€ontextEntity
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R stands for the union of the sets of binary retei® and R. Re is set of binary
relations having both its domain and range fromsigteE R, is set of binary relations
defined from set of entities E to set of literadpresenting entity attributes. Domain
of the relation Ris the set of E while its range is set of literalues.

A is set of axiomatic relations. Axiomatic relatisna relation about relations. For all
ri an element of set of relations R, we have zeronore a an element of set of
axioms A thatrobeys. For example, if we define a relatipag a transitive relation
then g obeys the transitivity property (axiom)i (&, &) and (g, r, &) => (e, n, &).
Similarly, if we define a relation,ras a symmetric relation then obeys the
symmetric property (axiom): {er, &) => (&, I, ).

M is set of metadata information about a definedti@h instance. For example, if we
have a statement that say8ob reported that Alice is located in the garders th
morning”. The qualifier phrase®%ob reported” and“this morning” are metadata of
the statement made about Alice. It answers thetipmesho andwhenabout the base

statement. Set of Metadata M together with setxibis A enhance EHRAM to be
a context meta-model for handling semantics of Edrdata.
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Figure 3-2: Layered representation of EHRAM components

H

lerarchy is an important structure to organize eladsify context entities and relations

into two layers. Layered organization helps uslesgsify and tag context data as generic

domain independent or as domain dependent. Fig@ras3a graphical representation of

EHRAM structure that shows hierarchies, entitiestitg relations, attribute relations,

axiomatic relations, metadata and the layers: Lé&geis the generic layer and layer (b) is

the domain layer.
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3.3.2 EHRAM Model by example

Consider an application in a medical domain wheretext data come from medical
entities like patients, doctors, activities and régein the hospital, devices, locations, etc.
Representation of components of the EHRAM modehgisew example data from the
application in a medical domain is given in Fig@ra.

| ContextEntity
Cmemor>
ise ihasStartTime ise | ._locatedWith_  hasMemory isa

[ Aoty [ ergagein_Person =g o Deviee |

hasPreC|S|o?n by symetric axiom

ise @ isa isa ise
Meeting | Patient ||_Doctor | Phone |

Y instanceOi | _hasDocto_ instanceOf
N =V ™ instanceOf
Y Bob hasDocto Pascal

has % source I A owns
End l: by inverse axm@ ______ L SPhoneOO9E{
Time, i =

' : hasOwne

E i rhasBodyTemp hasMemory

(-------

Figure 3-3: Example of context data using EHRAM components

A close look at the figure helps us understand tiefive elements of EHRAM (entity,

hierarchy, relation, axiom, metadata) are represkint the graph.

Entity and HierarchyActivity, PersonandDeviceare examples of generic entity classes
and they are presented in the generic layer. Theyigh-level context entities from which
specific entities can be derived and they are comiooall domains of applications. All
entities in this category have hierarchical relatamedsa with the root entity known as
ContextEntity.Meeting Patient Doctor andPhoneare examples of domain entity classes in
a medical application, and are presented in theaidtotayer.Bob, Pascaland SPhone0095
are examples of entity instances in the medicalliegmn. Examples of hierarchical
relations from the diagram af®evice, isa, ContextEntity{Person, isa, ContextEntity),

(Activity, isa, ContextEntity), (Doctor, isa, Pemdq (Pascal, instanceOf, Docto®tc.
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Relation: Relations likg¢Activity, hasStartTime, time{Person, isEngagedin, Activity),
(Person, locatedWith, Person), (Person, locatedWitlevice), (Device, hasMemory,
memory)defined in the generic layer. Such generic retetioan be inherited down in the
hierarchy by the sub-entities and instances insgrexific domain of application. Similarly
relations like (Meeting, hasEndTime, time) and (Patient, hasDqgcioctor) from the
medical application are presented in the domaierlayhey restrict the domain and the
range of the relations that are inheritable dowthanhierarchy by entity instances. Finally,
relations like(Bob, hasBodyTemp, 39.5), (Pascal, Owns, SPhong0&b, hasDoctor,
Pascal)and(SPhonr0095, hasMemory, 40@¢fined on entity instances represent our basic

context definition formalism.

Relations likehasEndTime, hasMemory, hasStartTime, and hasBagydee elements
of what we have defined as attribute relatiog) (fecause the range of these relations is the
set of literal values. Relations likeasDoctor, locatedWitlandownsare elements of what
we have defined as entity relations)Recause they are defined from entity to entgy, i.

both their domain and range are drawn from senhbfies.

Some relations in the diagram are defined to haswaated axioms and some have
metadata. Examples of relations with associatednagiare(Person, locatedWith, Device)
and (Pascal, owns, SPhone009%) the diagramlocatedWithis defined to be symmetric
and therefore it obeys the symmetric-axiom propetiyat means the relatiofDevice,
locatedWith, Personjutomatically holds true. Similarly, becausgnsis defined to be an
inverse of hasOwney it obeys the inverse-axiom property, that means telation
(SPhone0095, hasOwner, Pasca®utomatically holds true. The relatio(Person,
engagedin, Activity)has a metadata that tells about its precision esgmted by

hasPrecision

3.4 More on layers, axioms and metadata

Generic layer in the EHRAM model consists of classpresenting basic entities. Such
classes havegeneralization relation with the base classes call@bntextEntity that
represents EHRAM root entity. Alssociationrelations and attributes defined on these
entities apply to all sub entities down in the arehy. They are defined independent of the
domain of application. For example, if we defineetation hasAddresghat applies to an
entity class Person, i.basAddred$erson, Address), then this relation applies tcab

entities and instances of Person. Domain layeesgmts entities that define specific domain
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of application. In the hierarchy graph, domain lagensists of all entities that do not have a
direct generalization relation with the root entilty addition to their defined relations, they

inherit relations from the parent entities.

An axiom is any sentence, proposition or rule tisataken for granted as valid, and
serves as a necessary starting point and formaldogxpression for deducing and inferring
logically consistent statements. Axiomatic relati@an be defined both at the generic layer
and at the domain layer of the EHRAM model. Degwip of some of the generic level
axiomatic relationssameAsinverse symmetricandtransitivecan be given as follows:

Or OR symmetric(r) <(0e,e, OE, r(e e, =re ,e))

Or OR transitive(r) =(0e,e,e , OEre ,e, O ,e,) =re ,e.)

Or,r ,0ORinverse(r ,r ) <(Ue,e,0Er [(e,e,) =r1 ,(e,e)

Or,r ,0RsameAs(r ,r ) <(Ue,e,0Er ,[(e,e,) =r1 (e, ,e))

Similarly, application domain based axiomatic relas are used to state axioms and
rules that are used to deduce further knowledgeef@asoning. A statement that saysder
normal condition, a patient is always treated bg 8ame doctortan be considered as an
axiom (assumption) in a medical domafiven this assumption, we can create another

domain based deduction rule as follows:

0d instanceOf Doctor, p instanceOf Patient: hasDocto r(p,d) ]

engagedInActivity(p, takeTreatement) = engagedInActivity(d,
giveTreatement)

We can associate some degree of accuracy to suomsor rules as metadata.
Metadatais data about data. Metadata in context mode$ingportant to associate quality,
precision, source, time stamps and other informabahe context data. Such information is
important to prepare the context data for reasoaimg) decisions. In the EHRAM model,

metadata information is a relation that descrilvextzer relation instance.

For example, if we are given context informatiomttisays‘patient is located in the
garden”, we can then make other statements about thisnséat to answer questions like:
Whoreported this information®/hichservice is used to report this informatioafvRendid it
happen”™ow accurate is the informatio®hy is the subject in this situation®hat will

happen next? Etc.
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3.5 From the EHRAM conceptual model to UML
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Figure 3-4: UML representation of the EHRAM model

Now, we try to see how we can develop a formal rhozleepresent EHRAM structure
as a generalized model based on its componentsilsE$above. We use the Unified
Modeling Language (UML) to formalize EHRAM as a ceptual context representation
model. UML [Jacobson99] is a standardized spetiboalanguage for object modeling.

UML is a general-purpose modeling language thaludes a graphical notation used to

create an abstract model of a system. We will alsmw limitations of UML as a tool to

represent EHRAM for modeling context data and seggiee necessary adjustments for

improvement.
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Incremental mapping of the concepts in EHRAM to tHdL is given as follows. A

UML class diagram based on this mapping is giveRigure 3.4.

« Entityin EHRAM can be represented as a Ublass

» The concept ohierarchical relation in EHRAM can be representedgameralization
relationship in the UML.

» Entity relationsin EHRAM can be represented association relationshipsy UML,
and attribute relations in EHRAM can be representsitig attributesin the UML
class.

e Axiomatic relationsin EHRAM can be represented association classes the
UML. The concept of metaclass can also be use@poesent axiomatic properties
like symmetric propertyinverse propertyetc... As indicated in the diagram, an entity
relationlocatedWithis marked as an instance of the symmetric propxaiss.

» Metadatain EHRAM can be represented usigsociation classaa the UML.

Among the limitations of using UML as modeling totd represent the EHRAM
modeling components are: attribute relationshipitext metadata and axiomatic relations
cannot be adequately represented in the UML. Reptieg axiomatic relations in the
EHRAM model as association classes in the UML haslimitation of repeating the same
set of axiomatic relations for every occurrencanstance of the entity. For example, the
inverse axiomatic relatiorhasPatientthat is defined omasDoctorusing association class
should be independent of every instance of thecastsan but refer to the association it self.
Similarly, representing attribute relations in EHRAas attributes in the UML class also
lacks a means to add metadata about the attribkbte. example, the attribute

hasTemperaturdself may need a metadata like accuracy, tine, et

Some of the limitations of UML to represent the E&NR meta-model can be overcome
by using extended UML features likeeta-classesnd association-classeffor example,
see the definition of the property-cldssatedWithand the meta-property-clasgmmetric
defined in the generic layer of Figure 3.3). Howewee still have a limited support for the
representation of the semantic aspect of contest @& a conclusion, UML modeling tools
can be used to formalize representation of the EMR®odel only partly and therefore we

continue investigating other formal methods.
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3.6 EHRAM and relational models

Context and context metadata can be represented usitations and concepts in a
binary relation. Binary relation R is any subsetdfartesian productlXY where X and Y
are arbitrary sets. The sets X and Y are calleddtireain and range, respectively, of the
relation. The statement (x, ¥) R is read "x is-R-related-to y", and is denotedxBRy or
R(x,y). The order of the elements in each paimigortant: if a# b, then R(a, b) and R(b, a)

can be true or false, independently of each other.

Based on this definition aklations given the sets of context entities E and setahias
V drawn from set of context entities and set @rld values, a relation R is the subset of the

Cartesian product of the sets of E and V:

OE,v OV}

R {e v,)e

i
We are interested in all meaningful set of stateas)en

(e,,v,) R that can also be represented as:
{R(e ,,v ,):(e ,,v,)[R}orinamore linear form
{e ,\Rv ) (e Vv, LR}

This triple can be used to define a context (CfpHsws:

C ={e , ,r ov )ie ., OE,r , ORv , OV}

This can be extended to define context and comexadata CM using basic context C,
meta-relation RM and meta-value VM as follows:

CM={c ,,rm k,vmj):c o OC,m o, URm,vmj [JVm} Or
CM={(e ,,r ,v )m ,vm )e [Er [Rv, Nrm, [RMvm/VM}

Basic context data:

(Schedule, isA, Service),(TimeTable, instanceOf, Sc hedule),
(Meeting, isA, Activity), (Meeting005, instanceOf, Meeting),
(Meeting005, hasStartTime, #200611081400)

(Doctor, isA, Person),(Pascal, instanceOf, Doctor)

(Pascal, isEngagedin, Meeting005)

Context with metadata:

((Pascal, isEngagedin, Meeting005), hasSource, Agen da)
((Pascal, isEngagedIn, Meeting005), hasPrecision, x X%)

N-ary relation (relation of degree N) as a baseetdtional database model inherits its
properties from binary relations. A detailed distas on mapping of the EHRAM model to

the entity relationship (ER) model of the relatibdatabase is presented in chapter 4.
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As a conclusion, relational models can be usedefresent the entity, hierarchy,
relations and metadata components of EHRAM modeéyTcan also be extended some
how to represent axioms in the EHRAM model usingindteons like (locatedWith, is,
symmetric) (locatedWith, is, transitiveowns, inverseOf, hasOwnegetc. This however is
not sufficient to represent fully the semantic aspef the context data represented in

EHRAM. Therefore, we continue to investigate otteemalism.

3.7 EHRAM and the RDF data model

RDF models have been in use to represent semasetiadata in different application
domains. The work by [Bouzeghoub04] uses RDF samadescription model to allow the
reuse and assembling of learning objects that septepedagogical materials available on
the web. The core element is the representaticemfntic metadata that allows description
of domain model, user model and learning objectehdd this section, we will investigate

RDF and its extensions to build a generic conteatarmodel.

We start with setting equivalence between termigiel® in EHRAM and that of the
RDF model. The primary characteristic of a contgata is that it possesses an actor or a
subject (an entity). The context value defined on thebjectis expressed in terms of
multiple properties. In our subsequent discussimuse the termgredicateandobjectto
represent the situation of the subject with respec specific property. This convention
goes with therDFtriple representation formalismssubject, predicate, object>which in
turn maps to all types of relations in the EHRAMdab(R and H).

Additional context metadata can also be includefdaas of the context data. In addition
to the subject, predicate and object triples, ocdnteodeling requires context metadata to
extend the context model towards historic, prolstil or confidence-carrying model.
Such attributes are meaningful only when thoughdsofeferring to a particular instance of

the triple, not to each individual element.

To describe this situation we uB®F and its extension callebr reification [W3CO07].
Reification is used to represent facts that mushtbe manipulated in some way; for
example, to compare logical assertions from differavitnesses to determine their
credibility. The messagelbhn is six feet tdllis an assertion of truth that commits the
sender to the fact, whereas the reified statenidfdyy reports that John is six feet tall
defers this commitment to Mary.
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Figure 3-5: Context metadata represented using reification
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Figure 3-6: RDF data model for the reified context data

ns :Library

In the same way, a reifieRDF data contains each original statement as a resaurd
the other additional statements made about it.fdtaeproperties used to model the original
statement as theDF resources areubject, predicate, object and typge new resource with
these four properties represents the original stat¢ and can be used as the subject or
object of other statements with additional stateisherade about it.

Figure 3.5 shows demonstration of context metadepaesentation using statement
reification. The figure show an example triple staént:“Bob is located in the Library”.
This statement can be reified by additional mefarmation like “is reported by sensor
#5”, "has accuracy of 88%”, “has occurred at 11:4tbday”, etc. Figure 3.6 shows an
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equivalent graphical representation of tRBF data model for the reified context data.
Figure 3.7 shows an abridgedr data model for this context metadata example. Rire
reification principle, therefore, can be used tpresent additional context attributes to the
basic context triplesRDF is one of the major building blocks in a formalismrepresent
ontology and ontology has features for defining esgtesenting axioms. Therefore, axioms
can be represented usiRPF/OWL formalisms. Details on mapping EHRAM to ontology

will be given in chapter 4.

/] Axi oms, context netadata and rdf reification
<owl:Class rdf:ID="Context"/>
<owl:Class rdf:ID="Person">
<rdfs:subClassOf rdf:resource="#Context"/>
</owl:Class>
<owl:Class rdf:ID="Location">
<rdfs:subClassOf rdf:resource="#Context"/>
</owl:Class>
<owl:Class rdf:ID="Student">
<rdfs:subClassOf rdf:resource="#Person"/>
</owl:Class>
<owl:Class rdf:ID="Library">
<rdfs:subClassOf rdf:resource="#Location"/>
</owl:Class>
<owl:ObjectProperty rdf:ID="locatedIn"> /1 Axi om
<rdfs:domain rdf:resource="#Context" />
<rdfs:range rdf:resource="#Location" />
<rdf:type rdf:resource="&owl; TransitiveProperty ">
</owl:ObjectProperty>
<coca:Bob rdf:type coca:Student/> //original statem ent
<coca:DocINSA rdf:type coca:Library/>
<coca:Bob coca:locatedIn coca:DocINSA/> //original statement
<coca:XXrdf:type resource=rdf:Statement/> //reifica tion on XX
<coca: XX rdf:subject rdf:resource=coca:Bob/>
<coca: XX rdf:predicate rdf:resource=coca:locatedIn/ >
<coca: XX rdf:object rdf:resource=coca:DocINSA/>
<coca:XX coca:reportedBy coca:Sensor#5/> // Met adat a using XX
<coca:XX coca:hasTimeStamp>

<timeStamp rdf:datatype="&xsd;string2007051140 </timeStamp>
</coca:XX>// using reified XX
<coca:XX coca:hasAccuracy coca:high"/>

Figure 3-7: RDF/OWL data model for context, axiom and metadata representation
3.8 Summary

The future of our computing environment will be thligaffected by a range of large and
small computing devices that will present in oucimity. Unless properly controlled, the
interference of such devices and services withpausonal roles and institutional policies
might sometimes have a negative impact. Such aaantechanism should be automated in
such a way that users’ involvement is minimal. Than be achieved by building an

intelligent (context-aware) component that actsetheling on the situation or the context of
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the person, the devices, the environment or ote&ated elements. Hence, a formal

definition and representation method for contexadsimportant.

In this chapter, we have presented our contexesgmtation model named as EHRAM
model. The name EHRAM is coined from its buildirlgdks; entities, hierarchy of entities,
relations defined on entities, axioms and conteatiagiata. A generic EHRAM graph is used
to represent an abstract conceptual representafidthe EHRAM model. We have also
shown different ways of context representationhi@ EHRAM model: using UML, binary
relations, RDF and its reifications. All represeima methods have minor limitations when
representing metadata and axiomatic relations. Aensomprehensive approach that deals
with serialization and mapping of the EHRAM modatao standard data management
structures that supports the storage and proces$ibgth the context data and the context

semantics will be presented in chapter 4.

The advantage of using EHRAM can be summarized!bsifs:

e Components of EHRAM model (entity, hierarchy, relas, axioms and metadata)
are derived directly from the definition of the ¢text. This makes it simple and
natural way of abstraction and conceptualizatiocaftext data and its semantics in
the form of axioms and metadata.

* We have shown that different data representatiomdbsm like UML, binary
relation with its extended meta-form, aRiDF model can be used to convert the
EHRAM conceptual model into a concrete data remtasen formalism with some
limitations.

« EHRAM is scalable to context data of any type amihjglexity.






Chapter 4 CONTEXT MANAGEMENT: THE
HCOM MODEL

4.1 Introduction

The EHRAM conceptual context representation moeelds serialization to store, use,
transmit and reuse context data. We cannot fullynaga context data using standard
database management principles because in relbtiatabase, for example, the meaning of
the data is in the “head” of the user. Managemdntamtext data requires not only
processing the data itself but also processingntikeaning of the data. This requires an
approach that not only deals with the content efdhta (context data) but also semantics of

the data (context knowledge).

So what is context knowledge and context data? lHowhey differ? [Ackoff89] has
presented knowledge and data as part of classificaif the content of human mind.
According to Ackoff:

“data is raw fact. Information is data that has Imegiven meaning, useful or not, by
way of relational connection in the data. Knowledgé¢he appropriate collection of
information, such that its intent is to be usefuhderstanding is the process by
which one can take knowledge and synthesize newléaige from the previously

held knowledge.”

Context-aware services, aims to possesterstandingn the sense that they are able to

synthesize and infer neknowledgerom previously storethformationandknowledge

Extending the above definitionspntext datas, therefore, a raw fact that simply exists
and does not have a meaning of it Selintextknowledges the collection of useful context
information derived from the interpretation of cexit data and related concepts. The
derived context knowledge has useful meaning, tbdbeés not provide, by itself, inference
of further knowledge. Context knowledge, therefasemore about context semantics that

will be dealt with in the subsequent sections & thapter. Thenderstandingaspect that
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deals with the reasoning, inference and decisippa in the context-aware service will be

presented in chapter 5.

From our observation, ontology approach is becomairgpmmon method to deal with
data semantics. Ontology however is not well suitedsupport efficient and optimized
guery processing and transaction of voluminous.dat¢his chapter, we try to investigate
how our EHRAM conceptual context representation enadn be mapped to the relational
data model and to the ontology data model. We ghewpros and cons of both approaches.
We finally propose a novel hybrid approach for miode context management called
HCoM model. HCoM uses both ontology and relatianaldels to process context data and
semantics separately and then combine the resgksher for inference and reasoning.

4.2 Mapping from EHRAM to ER model

Relational database is a stable model that is used wide range of database
management applications. In the EHRAM model, caniexepresented by combination of
entities, hierarchy, relations, axioms and metadateelational database, entity relationship
(ER) model is used to represent entities, attrdbaied relationships. Can we therefore have

a lossless mapping from EHRAM to relational databasdel?.

A step-by-step mapping algorithm from EHRAM moda&mponents to relational

schema is given as follows:

Step 1. Collect all context entities in the EHRAMadel and create a relational table with
the following attributes. This represents enties their hierarchy.

0 An attribute that stores name of context entities

(cEntity ).

o0 An attribute that stores name of the entity one ste p
above in the hierarchy ( isa ).

0 An attribute that stores whether an entity is in th e
generic or domain layer ( layer ).

table tblEntity (CEntity, ISA, Layer), Primary KEZEntity)

Step 2. Collect all non hierarchical relationshe EHRAM model (relations other than isa
and isInstanceOf) and create a relational tablk the following attributes.

0 An attribute that stores name of relations ( Relation )
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0 An attribute that stores persistence of the relatio n
when applied to an entity. There are two options:
static and dynamic. Values of relations with static
persistence are stored in the persistent context
repository while values of those with dynamic
persistence are stored only temporarily for immedia te
use ( Persistence )

tblIRelation (Relation, Persistence), Primary Kegl@ion)

Step 3. Collect all relation instances defined otities in the EHRAM model and create a
relational table with the following attributes.

0 An attribute that stores name of relations (relatio n).

0 An attribute that stores name of entity on which th e
relation can be applied ( CEntity ).

o An attribute that stores source of value as a conte xt
entity or as a “Litral” ( ValueFrom ).

tbIRInstance (Relation, CEntity, ValueFrom), Prin&ey (CEntity,Relation),
Foreign Key (CEntity) references tblEntity (CEnkitlyoreign Key (Relation)
references tblRelation (Relation)

Step 4. Collect all context instances in the EHRAlddel and create the following
relational table. This represents entity instances.

0 An attribute that stores name of instances ( Elnstance )

0 An attribute that stores types of the instances
( CEntity )

tblEInstance (Elnstance, CEntity) Primary Key (E&émee), Foreign Key
(CEntity) references tblEntity (CEntity)

Step 5. Collect all relations defined on instarioeabe EHRAM model and create a
relational table with the following attributes. lnde also all metadata information
defined on each context instance. Metadata, ircase, includes timestamp when
the context instance has occurred, source of theegbdata and precision of the
context data. This represents context instances.

0 An attribute that stores name of entity instance
( EInstance )

o0 An attribute that stores name of relation ( Relation )
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o0 An attribute that stores value of the relation afte r
applied to the instance ( Value )

0 An attribute that stores context timestamp ( Timestamp )

0 An attribute that stores context source ( Source )

0 An attribute that stores context precision ( Precision )

tblCInstance (Elnstance, Relation, Value, TimeStabgmtextSource,
ContextPrecision), Primary Key (Elnstance,Relatiaiye, TimeStamp,
ContextSource), Foreign Key (Elnstance) referetickEdnstance (Elnstance),
Foreign Key (Relation) references tblRelation (Riela

Step 6. Collect all axioms in the EHRAM model amelate a relational table with the
following attributes.
0 An attribute that stores relation (relation)
0 An attribute that stores axiom (axiom)
0 An attribute that stores value of axiom on this

relation (aValue)

tblAxiom (Relation, Axiom, AValue), Primary Key&iein,Axiom,AValue),
Foreign Key (Relation) references tblRelation (Rela)

[| thlEntity I thiRInstance

: : thiRelatian
CEntity (PK) CEntiy  (FFRL S
=4 Relation (PFKIL '

Percictanre
FEFSISIENCE

WalueFram

| (thlCInstance
Elnstance (PFI)
Relation (PFI)
Walue (P
TimeStamp (P
ContextSource  {PE)

Bl st =t sl =Tl
LEONERIE e cEs Ot

thlAxiom
Relation (PFk)
Ariom (PE)
Avalue (P

thiEInstance
Elnstance (Fk)
CEntity  (FIK)

Figure 4-1: Generalized schema of the RCDB

A relational context database (RCDB) schema forBERHRRAM that follows from the
above systematic mapping is given in Figure 4.k. répresentation of extended form of
components of axioms in EHRAM, we may considerdhgect relational models in which
set of axioms and metadata can be treated as gtmeperties. However, we are more
interested to use the lightweight relational mddelts well-established data representation,
storage, querying and presentation tools.
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Elnstance |  Relation | Value | TimeStamp | ContextSource | ContextPrecision I]
Bob takeTreatemnent  physicalExam 200707121035 medical chart | 85%
Pascal engagedin weeklyMeeting001 200707120900  Schedule 95%
Pascal giveTreatement  physicalExam 200707121040  schedule 80%
Pascal W SPhone01 * profile 100%

| CEntity | IsA | Layer Relation | Axiom | AValue
+ Activity ContextEntity | Generic awns inverseQf  hasOwner
+ Device ContextEntity | Generic

+| Doctor Person Damain | Elnstance CEntity
+ Meeting Activity Domain + Bob Patient

+ Patient Person Domain + Pascal Doctar

+ Person ContextEntity | Generic + PhysicalExamination | Treatement
+ Sphone Device Domain + | SPhone001 Sphone

+ Treatement Activity Domain + WeeklyMeeting001 | Meeting
CEntity |  Relation | ValueFrom | Relation | Persistance
Doctor | engagedin Activity + engagedin Dynamic
Doctor | giveTreatement | Treatement + giveTreatement | Dynamic
Patient | takeTreatement  Treatement + owns Static
Person | Owns Device + takeTreatement Dynamic
I

Figure 4-2: Sample demonstration context data for from medical application

Data from a domain of application can be enteret@ncessed in the relational context
data schema. Figure 4.2 shows a sample context fdatdemonstration. This data is
extracted using the above set of algorithm frompyerious medical domain example given
under the EHRAM model representation. On this datawe can use standard SQL query
to retrieve context information and pass the refsulteasoning and decision. For example,
to check if there is any dynamic context data witbre than 80% accuracy that has
occurred within the last 20 minutes (given currgime is 2007 07 12 10:45)The

corresponding query can be:

SELECT tbICInstance.Elnstance, tblCInstance.Relation,
tblCInstance.Value

FROMtbIRelation INNER JOIN ((tbIEntity INNER JOIN
tblEInstance INNER JOIN tbICInstance ON
tblEInstance.ElInstance = thiCInstance.Elnstance) ON
tblEntity.CEntity = tblEInstance.CEntity) INNER JOI N
tbIRInstance ON tblEntity. CEntity =
tbIRInstance.CEntity) ON (tblRelation.Relation =
tbIRInstance.Relation) AND (tbIRelation.Relation =
tblClInstance.Relation)

VWHERE ((tblCInstance.TimeStamp>"200707121025") AND

(tblCInstance.ContextPrecision>"80%")AND
(tbIRelation.Persistance="Dynamic"));
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The result of this query on our particular data $®t “Bob takeTreatement
PhysicalExam”. Collection of such type of aggredat®ntext data can be used in the

reasoning and decision process.

As a conclusion, we can represent the basic EHRA&mMents, entity, relations,
hierarchy but only part of metadata axioms.

4.3 The need for semantic context management model

Considering the situation of staff members’ (BemnCand Rita) tea break scenario in
the following table, a simple quergglect Subject from table.context where predicate=
“isLocatedIn” and Object= “Room-305) selects “Ben” as an output. But in reality, ieth
information in the table is given to a human aasisivho knows, by common sense, that
the terms “Office” and “Room” are synonymous in th@main of interest, s/he will respond
“Ben” and “Rita” to the query. Moreover, a humarsiatant can also deduce that Ben and
Rita are now together. However, incorporating ssemantic interpretation of data using
standard database schema is not a straightfonaskd t

Table 4-1: Demonstration on the need for contextasdics

Subject Predicate Object Time
Ben ] isLocatedin ______Room-305 2006022310
Dban ] isLocatedin | Room-301 . 2006022310 .
Rita isLocatedin | Officg-305 2006022810

This simple example demonstrates the need for texomodel that describes concepts,
concept hierarchies and their relationships. Wesehmntology and thewL language for
this purpose. For the concep@ifice andRoom,in Table 4.1, for example, we can use the
owl:sameAsproperty that defines them as the same concemtsilaBy, the property
conceptstogetherandcoLocatedWithcan also be defined as the same concepts osing

as follows:

/Isimilarity between classes and properties

<rdf:Description rdf:about= “#Office”>
<owl:sameAs rdf: resource = “#Room”>

</rdf:Description>

<rdf:Description rdf:about= “#together”>
<owl:sameAs rdf: resource = “#colLocatedWith">

</rdf:Description>
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We can also define the concept that @chtedWithis symmetric which means if X
coLocatedWith Y”then we can state thda¥Y colLocatedWith X".We can enhance the

potential of semantic context reasoning using amtthl user defined rules like, for example:

“‘if user | islocated in a room yand user  is also located in roomN
then conclude that they are coLocatedWith each othe ror
according to the above similarity definition they a re together”.

This rule can be represented as follows:

//User defined Rule

[ruleR: ?user , hsp:locatedIn ?room M)
(Puser , nsp:locatedin ?room _
->?user , hsp:coLocatedWith ?user B

4.4 EHRAM and semantic ontology for context management

The expressive power, hierarchical organizatioommdity, standard, support for
efficient reasoning, support for programming alittosm and interoperability are among the
attractive features of ontology in context modeliAghierarchy of ontology classes can be
used to organize context entities, concept hieraschrelationships, axioms and context

instances.

Ontologycan be used to represent semantics, conceptoredatps and axioms in the
context data. Context ontology is formed by thegeeof the generic context ontology that
describes domain independent contexts and the dospacific context ontologyContext
instances may come from context databases or seWsaomsrepresent derivation rules
that are used by context-aware systems to derieigides and conclusions about the actions
that follow. OWL Web Ontology Language [OWLO07] is becoming a ndtlaaguage in
ontology representation due to several reasons. designed for use by applications that

need to process the content of information instégdst presenting information to humans.

OWL is a W3C recommendation that employs web stalsdauch as RDF and XML
schema for information representation and excha@y¢L provides the necessary semantic
interoperability tools to allow communications betm context-aware systems. It also
provides language tools for high degree of infeeemaking by providing additional built-in
vocabulary along with a formal semantics to defitasses, properties, relations and axioms.

See annex for detail.
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4.4.1 Representing EHRAM context ontology using directed graph

Using a generic ontology modeling approach, contegnagement consists of the
following two basic components, the base ontologyg ¢he domain ontology. The base
ontology part is defined based on our context deses (from generic layer of the
EHRAM context representation model) while the damantology part is dependent on
domain specific sub-descriptors (from domain layfeEHRAM).

[ User ll—i=a

{ Staff )
/ — ) — Laptap
%) | Device }—15=3 i PDA )
(r' - ; e —
£ iE ’ it i ;
5 i Networde F—S=S——— WLAN |
- S

r A s =
FEpe” i
—.",'.__-'_ -..__.--" — —_—
i Context = 1%=2 " Resource =31 MusicVideo |
A7 .
T e S g
A Tl
o, &= —

wE [ Location j=—15=34

Fresentation

Room |

Niz-a o _

THEl

3 . o - fioplicatio
[ Semwice 31— Application |
e . = : - :
{ : Activity =}—=31— TeaBreak |
| Base Ontology | Dormain Ontology |

Figure 4-3: Simplified ontology graph showing base and domain ontology classes

Figure 4.3 is an example of ontology graph repriegem showing base and domain
ontology classes. We use a directed graph G = \hd& consists a finite set V ={v.. v}
of nodes (or vertices) that represent entitieheEHRAM model and a finite set E =;{e
... &} of edges (or arcs). EachleE is an ordered triple j(w, ) of vV, r0R, and ¥V
where yand \ are called the tail and the head of the edge eectisply. R represents
hierarchical relations in EHRAM. We have a restoictthat a node = “ContextEntity”

should exist only ones as a tail of an edge indiashould never exist as a head.

The EHRAM context ontology &G is then a transpose'&V,E') of the graph G where
G' is the same graph G with all the arrows reversed:

G,=G" =(V,E")

All tails of the edges in Ewhose head is the ternCtntextEntity are considered sets of

basic context descriptors (B) and are represergdzhse classes in the generic layer of the
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ontology. Similarly all tails of the edges il Bhose head is not the ter@dntextEntity

are considered as sets of domain context descifi)r

OeOE", e=(v,r,"ContextErity") = vOB

OedE", e=(v,r,v,.) (v, #"ContextEnity") = vOD

. ‘ v
{runsOn* 1 canRun*  ‘runs* canRunOn*
" i .

‘
' 5
canRunOn | canRun /io

AudioService VideoService

1 - -
g
5 S
ImageService

Figure 4-4: Ontology graph for sample base and domain specific classes and instances

Figure 4.4 is ontology graph with other types d&tiens from an application domain. In
addition to the inherited properties from the belsess, we can also define domain specific
properties for the subclasses. Subclass hierarenyatso be extended further down to

accommodate the structure of context data in teeip domain.
4.4.2 EHRAM model and the OWL language

In addition to the standardization of the structoir¢he context representation, ontology
provides semantic descriptions and relationshipsntities. Using ontology, we can also

perform deeper knowledge analysis by defining domsgecific rules.

For example, to define the similarity axiom betwdesm conceptswnerOfandowns we
can use owl:sameAs property. Similarly, the symmetric axiom on the ncept
coLocatedWithcan be defined usingwl:symmetricPropertyand the inverse relationship

property betweenwnerOfandownedBycan be defined usingwl:inverseOfproperty.
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<?xml version="1.0"?>
<rdf:RDF ...............
<owl:Class rdf:ID="#ContextEntity"/>
<owl:Class rdf:ID="Activity"> <rdfs:subClassOf
rdf:resource="#ContextEntity"/> </owl:Class>
<owl:Class rdf:ID="Person"> <rdfs:subClassOf
rdf:resource="#ContextEntity"/> </owl:Class>
<owl:Class rdf:ID="Device"> <rdfs:subClassOf
rdf:resource="#ContextEntity"/> </owl:Class>
<owl:Class rdf:ID="Patient"> <rdfs:subClassOf rdf
<owl:Class rdf:ID="Doctor"> <rdfs:subClassOf rdf:
<owl:Class rdf:ID="Phone"> <rdfs:subClassOf rdf:r
<owl:Class rdf:ID="Meeting"> <rdfs:subClassOf rdf
<owl:ObjectProperty rdf:ID="isColocatedWith">
<rdfs:range> <owl:Class> <owl:unionOf rdf:parse
<owl:Class rdf:about="#Person"/> <owl:Cla
</owl:unionOf> </owl:Class> </rdfs:range>
<rdfs:domain>
<owl:Class>
<owl:unionOf rdf:parseType="Collection">
<owl:Class rdf:about="#Device"/> <owl:Cla
</owl:unionOf>
</owl:Class>
</rdfs:domain>
<owl:inverseOf rdf:resource="#isColocatedWith"/
<rdf:type rdf:resource="http://www.w3.0rg/2002/
<rdf:type rdf:resource="http://www.w3.0rg/2002/
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="isOwnedBy">
<rdfs:domain rdf:resource="#Device"/> <rdfs:ran
<owl:inverseOf> <owl:ObjectProperty rdf:ID="0
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="isEngagedIn"> ... ... ...

<owl:DatatypeProperty rdf:ID="hasBodyTemp"> ... ... ...

<owl:FunctionalProperty rdf:ID="hasStartTime"> ...
<owl:FunctionalProperty rdf:ID="hasMemory">... ... ...
<Phone rdf:ID="Smartphone0095">
<hasMemory rdf:datatype="http://www.w3.0rg/2001
</Phone>
</rdf:RDF>

:resource="#Person"/> </owl:Class>
resource="#Person"/> </owl:Class>
esource="#Device"> </owl:Class>

:resource="#Activity"/> </owl:Class>

Type="Collection">
ss rdf:about="#Device"/>

ss rdf:about="#Person"/>

>
07/owl#SymmetricProperty"/>
07/owl#TransitiveProperty"/>

ge rdf:resource="#Person"/>
wns"/>  </owl:inverseOf>

IXMLSchema#long">512</hasMemory>

Figure 4-5: An excerpt of the EHRAM based ontology for the medical application

Table 4-2: Mapping between EHRAM model and ontology

EHRAM model Ontology

(E)ntity owl:class

(H)ierarchy rdfs:subClassOf, rdfs:superClassOf,

Relations rdf:type

(R)elation Entity owl:objectProperty

S Attribute owl:dataTypeProperty

(A)xioms properties (owl: TransitiveProperty,
owl:inverseOf, ...)
restrictions(hasValue, hasMinCardinality,
someOf, ...)

(M)etadata rdf reification
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Table 4.2 shows concept matching that can be usedeate mapping between the
EHRAM model and the owl ontology representationtt I6& the ontology mapping of the
EHRAM model for context data from the medical apation using the concept-mapping

schema in the table is given in Figure 4.5.
4.4.3 The GCoM model

For the interpretation, representation and managewfecontext data, we propose an
ontology based Generic Context Management (GCoM)ah&CoM is based on the above
mapping relationship between the EHRAM model antblogy. GCoM consists of three
basic inputs: context ontology, context data anatext related rules. The output from the
GCoM is aggregated context ontology ready for resmpand decision by any context-
aware service application. The components of tiiereal GCoM architecture are shown in

Figure 4.6.
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: Defined Rules Tools/Interface Builder Ontology : Layer
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Figure 4-6: Architecture of the GCoM model

Ontology represents semantics, concepts and relationshighel context data. It is
formed by the merger of ontology that describes alanndependent generic contexts and

domain specific context€ontextdata represents instances of context that may iextse
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form of profiled data stored on a disk file or lretform of context instances obtained from
the sensorsRulesrepresent derivation axioms that are used by gtaigare systems to
reason out and derive decisions about the actlmidallow. These rules have two sources;
rules that are explicitly given by the users thiouge user interface and rules that are
implicitly learnt by the system itselfMapping and populatingervice is responsible to put
the three data sources together in a semanticalherent mannerContext-ontois a
repository of aggregated context information. WadlaveSemantic mapping and delivery
module that is responsible for mapping and aggregdd deliver aggregated context data

that is ready for use by context-aware systems.

Ont ol ogy representation
<rdf:RDF .......
<owl:Class rdf:ID="Student">
<rdfs:subClassOf> <owl:Class rdf:ID="User"/> </ rdfs:subClassOf>
</owl:Class>
<owl:Class rdf;ID="Library">
<rdfs:subClassOf> <owl:Class rdf:about="#Location" />
</rdfs:subClassOf>
</owl:Class>
<owl:ObjectProperty rdf:ID="ownedBy">
<rdfs:range rdf:resource="#User"/>
<rdfs:domain rdf:resource="#Device"/>

<rdf:type
rdf:resource="http://www.w3.org/.../owkFunctionalP roperty"/>
<owl:inverseOf> <owl:ObjectProperty rdf:ID="own erOf'/>

</owl:inverseOf>
</owl:ObjectProperty>
<Student rdf:ID="Bob">
<ownerOf>
<PDA rdf:ID="PDA001">
<hasScreenSize

rdf:datatype="http:/www.w3.0rg/2001/XMLSchema#str ing">Medium
</hasScreenSize>
</PDA>
</ownerOf>
<ownerOf rdf:resource="#Cellphone001"/>
</Student>

</rdf:RDF>

Figure 4-7: Part of the context ontology for the ringing tone scenario

Demonstration on the GCoM model components canvangising a cell phone ringing
tone management service example based on a sceharimiversity regulation. To comply
with the regulation, students must have their pbtines set to non-disturbing modes during

different activities: attending lectures, consudtatwith their professors, in libraries, etc.
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Students therefore need to have their phones atitaiya switched to silent mode or

vibrating mode while in the library, attending lets, or discussing with their professors
and switch back to ringing mode when they are eadag none of these activities. They
also like to use a decent ringing tone when in sidecampus and a musical ringing tone
when outside the campus. Figure 4.0vgL representation of part of the ontology for the

phone ringing management scenario.

Cont ext representation

Profiled context defined in the Ontology
<nameSP:Bob sys:type nameSP:Student/>
<nameSP:CellPhone001 sys:type nameSP:Phone/>
<nameSP:PDA001 sys:type nameSP:PDA/>
<nameSP:Bob nameSP:owns nameSP:PDA001/>
<nameSP:Bob nameSP:owns nameSP:CellPhone001/>
<nameSP:ClassRoom001 sys:type nameSP:ClassRoom/>
<nameSP:Semantic-Theory sys:type nameSP:Class/>

Case 1: Bob, has just entered in ClassRoom001 to at tend a lecture
<nameSP:PDA001 nameSP:locatedin nameSP:ClassRoom001 >
<nameSP:XX rdf:type resource=rdf:statement/>
<nameSP:XX rdf:subject resource=nameSP:Bob/>
<nameSP:XX rdf:predicate resource=nameSP:isLocated| n/>
<nameSP:XX rdf:object resource=nameSP:Library/>

<nameSP:XX nameSP:hasTime “200703251030"/>

<nameSP:Bob nameSP:hasSchedule nameSP:Semantic-Theo ry/>
<nameSP:Semantic-Theory nameSP:scheduledin nameSP:C lassRoom001/>
<nameSP:Semantic-Theory nameSP:startTime “200703251 000"/>
<nameSP:Semantic-Theory nameSP:endTime “20070325110 0">

Case 2: Bob is just getting out of the campus
<nameSP:PDA001 nameSP:locatedin nameSP:OutSideCampu s/>

Case 3: Bob has just entered in the library reading room
<nameSP:PDA001 nameSP:locatedin nameSP:DocINSA/ >

Figure 4-8: Context representation for the ringing tone scenario

Persistent data about static contexts (e.g. owigershationship of persons to devices
like telephone) can be stored in any standard datlbormat that can be selectively
populated as context instances into the ontologicttre at runtime. Sensed context is to be
communicated to GCoM usigpHXxML triple representation format and is then converted
to the indicated representation (Figure 4.8) to endde data ready for reasoning. Domain
specific rules for students’ explicit wishes in $@enario and context data expressed using
Jena generic rule are given in Figure 4.9.
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Rul es representation

Rules derived or imported from ontology (implicit r ules defined in
the ontology)

[OntoRulel: (?a gcom:locatedin ?b) (?b gcom:located In ?c) -> (?a
gcom:locatedIn ?c)] //transitive

[OntoRule2: (?a gcom:ownerOf ?b) -> (?b gcom:ownedB y ?a)]

llinverse

Defined Rules

[locatedRule:(?device gcom:locatedIn ?location)
(?device gcom:ownedBy ?person)
-> (?person gcom:locatedIn ?location)

[libraryRule:(?student gcom:locatedln gcom:Library)
(?student gcom:owns ?phone)
-> (?phone “switchMode” “silent”)

]

[classRule:(?student gcom:hasSchedule ?class)
(?class gcom:isScheduledIn ?classRoom)
(?class gcom:startTime ?t1)
(?class gcom:endTime ?t2)
((?Student gcom:locatedIn ?classRoom) gcom:hasTime ?t)

(?t sys:greaterThan ?t1)(?t sys:lessThan ?t2)
(?student gcom:owns ?phone)
- (?phone “switchMode” “Vibrating”)
]
[meetingRule:(?student gcom:hasSchedule ?meeting)
(?meeting gcom:scheduledIn ?meetingRoom)
(?meeting gcom:startTime ?t1)
(?meeting gcom:endTime ?t2)
((?student gcom:locatedin ?meetingRoom) gcom:hasTim e ?t)
(?t sys:greaterThan ?t1) (?t gcom:lessThan ?t2)
(?student gcom:owns ?phone)
- (?phone “switchMode” “Silent”)
]
[campusRule:(?student gcom:locatedin gcom:InCampus)
(not classRule) (not meetingRule)( not libraryRule)
/lbecause InCampus subsumes ClassRooms, MeetingRoom s and
Library
(?student gcom:ownerOf ?phone)
- (?phone “switchMode” “DecentRingingTone”)
]
[xcampusRule:(?Student gcom:locatedin OutSideCampus )
(?student gcom:owns ?phone)
- (?phone “switchMode” “MusicRingingTone”)

]

Figure 4-9: Rule representation for the ringing tone scenario
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4.5 Limitations of relational and ontology approaches

In order to extend our EHRAM context representatmadel to a more generalized
context management model, efficient storage andeved, ease of serialization and
semantic support are the basic necessary featardtee EHRAM model, we have parts that
represent the semantics of the data (context krigeleand parts that represent the context
instance (context data). For proper reasoning awilsihn in a context-aware computing
environment, both context semantics and contexa dabuld be treated equally in the
process of developing a context management modeahd relational approach, we have
mapped our EHRAM model to six relational tablesrespnting entity definition, entity
instance, relation definition, relation instancentext instance and axiom. In the ontology
approach, we have created a direct mapping of pémde the EHRAM model to owl
ontology representation. Both relational and orggldbased approaches, when used for

context management modeling, have their own prdscans.

Ontology representation tools provide a widely ateé and formal representation of
context semantics in order to interpret and reasioout context information. Ontology
tools, however, are only good at statically repnésg the knowledge in a domain. They are
not designed for capturing and processing congtastthnging information in dynamic
environments in a scalable manner. Moreover, exjstntology languages and serialization
formats are text-based (xml/rdf/owl) and therefare not designed for efficient query

optimization, processing and retrieval of largeteghdata.

Table 4-3: Comparison of relational and ontologyepaches on appropriateness

Necessary Features Relational Ontology
Approach Approach
_Semanticsupport | X N
Ease of transaction v X
Margedata)
_Query optimizaton | VX
_Reasoning support | X N
Formality Vo N
Scalability v X
(Keys: Vv appropriate x less appropriate)

Relational models, on the other hand, provide stethahterfaces and query optimization
tools for managing large and distributed contexablase or receive and send notifications

on context changes. Relational models, however, @oé designed for semantic



114 Context Management: The HCoM Model

interpretation of data. Table 4.3 summarizes ther@piateness of both approaches in

relation to the necessary features identified.

From the summary table, we can clearly see thdt &pproaches have strong and weak
sides with respect to the necessary features faoitegb management modeling. In
subsequent sections, we will see how we can conthi@ebest of the two worlds into a

hybrid context management model.

4.6 HCoM: Hybrid context management model

4.6.1 HCoM model overview

Our rational behind the need for the hybrid contartel, is to distinguish the works of
context data management and context knowledge rear&g, process them separately and
put the results together for better reasoning agxstn support in a pervasive context-
aware computing. We use ontology approach to mapnagtext semantics and relational
approach to manage context data. We name this ocatidm a Hybrid Context Management
(HCoM) model. HCoM model aims to combine the bdstsn the two worlds. It is an
upgrade on our earlier ontology based generic gbmi@nagement model, GCoM. GCoM
is based on the organization of context relatedh diatthe form of context, rules and
ontology. Each has two separate sources; contéatatta either from the user interface or
from sensors, rules are from the user interfacaon the data-mining module. Ontology
also has two sources; generic ontology that semekliple domain of application and

domain dependant ontology.

The selector/pruning module in HCoM provides a nse@anselect and load only part of
the large static context data that is accumulaten a period of time depending on who and
where the user is, the intended activity to whiek tiser is going to be engaged, devices
available for use, institutional policies etc. Iseg matching patterns gained through
experience to identify relevant group of contextadd hrough analysis of history profiles,
the filtering module assigns a numerical score @heclass of entity in relation to a
particular request instance. This score is usatktermine whether the context entity class

is relevant or not.

As indicated in SCOPESS$Semantic Coordinator over Parallel Exploration Sepac

[Ouksel03], search space pruning facilitates anremental construction of context
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knowledge necessary to translate a query posed local database into equivalent remote
database query for semantic reconciliation. In HCelM use this principle of pruning to
limit the amount of context data in the reasonipgce. The HCoM selection algorithm will
be discussed in subsequent sections and the implatioe and evaluation of both HCoM
and GCoM will be given in chapter 6.

Loading only relevant data for reasoning minimi#es size of the reasoning space and
reduces the unnecessary overloading of the reasomeprove the overall performance of
the context-aware service. It helps to overcométdinons of lack of scalability of most of
the reasoning systems to the constantly increasohgme of reasoning resources in the

pervasive environment.
4.6.2 HCoM architecture

Figure 4.10 shows components and functionalities tepresent a layered architecture
of the HCoM model. The core HCoM functionality s the three middle layers in the
architecture.
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| CoCA Core Service < > Collaboration Manager | | [ ayer
I I
- ____ 3______________:5 _______ .
| I Q) 1 |
I I
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: Rule-Mining Context Aggrigation Context Manager Context, Rules & Ontology : Modeling
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I 4 I
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I I
| [te) !
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: ~ = L Context Selector | Modeling
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rfr—-————=------—-—-—-"pF -————— -~~~ ————————————j-T-—————= r———--
| (@ " |
| | Pre-
| Rule Filter Context Filter _ | Processing
: omain | Layer
| Ontolo :
e T S NI MU S
l (n) (b) (@) @ |
| | o
. . Acquisition
! ; Domain Generic | |
Defined Rul Context Capturing Tools/Interface
: efined Rules pturing Ontology Builder Ontology : Layer
Lo ——— - _ - —-————_—_-—————-_ [

Figure 4-10: Architecture for Layered HCoM model
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The arrows in the diagram represent flow of differeet of data from or to each
component. (a) ontology data, (b) context data,ofdplogy data to context manager (d)
static context data, (e) relevant context data frepository and new context data from
context filter to context manager, or preferencedar selection from context manager, (f)
filtered new context data, (g) query and retriegélrelevant static context data during
initialization, (h) generic and domain ontology) (earned rules from context-aware
modules, (j) context data model to CoCA core ofgyence data from CoCA core, (k) rules
to the context manager, () learned rules (m) w@atien for collaboration with CoCA core,

(n) rule and policy data from rule capture inteefac
4.6.3 HCoM components

HCoM consists of; RCDB, context-onto, context swlgccontext filter, collaboration
manager, context manager and event notice hanmfienfaces and data repositories.

Description of these components is given as follows

Context Filter

Context Filterreceives a new context instance data that mayptied from hardware
or software sensors and then validates and creatgext log from which copy of static
context instances are selected and added to theBRIOD future use. Context log is
recreated every time we initialize the system dambpulates new context data, both static
and dynamic, into context-onto. In parallel, itcateends a context event notice to the CoCA

service.

Figure 4.11 shows a pseudo-code of a context fétlgorithm. This algorithm is
activated any time the system is running so aslter and decide if the context is useful
depending on its reliability factor (lines 9-17j.dlso checks if the context is of static
category (lines 19-22) that may need to be stoveduture use or simply used for one time
use. This can be decided based on the predicatktasiescribe the context. For example,
context data defined using predicates likenedByare static and needs to be stored in the
RCDB for future reference while those defined bgdicates likdocatedInare just for one
time use and may not need to be stored. Both cgterfacontext are sent to Context-Onto
(line 23) for aggregation with existing reasoniegaurces. This algorithm also sends (line
24) a trigger message to the underlying core ctoaeare service (in this case CoCA) for

further reasoning and proactive action.
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While (System_Is_Running)
{

1
2
3 newContext=null

4. ContextBlock=new ContextClass()//context and all related data
5. repeate until newContext!=null
6

7

8

9

newContext=ContextBlock.getNewContext()

. reliabilityFactor=0
10.  if (ContextBlock.hasReliableSource()

11, {

12. reliabilityFactor=1

13.  Jelse

14.

15. reliabilityFactor=ContextBlock.estimateSourceRe liability()
16. }

17.  if (reliabilityFactor> ContextBlock.reliabilityTh ereshold())
18.  {

19. if (ContextBlock.hasStaticCategory())

20. {

21. ContextBlock.addContextToRCDB()

22.

}
23. ContextBlock.addContextToContextOnto()
24, ContextBlock.sendNotice ToCoCA()

25. lelse

26.  {

217. ContextBlock.inValidContextError()
28. }

29. }

Figure 4-11: Context Filter Algorithm
Context Selector

Context selectoruses historic and current user information, devicevailable,
institutional policies etc. to select and load opért of the context data from the repository
into the reasoning space. Loading only relevara dainimizes the reasoning search space
and reduces the unnecessary overloading of therreas improve the overall efficiency of
the reasoning process. It helps to overcome liroitat of lack of scalability of most

reasoning systems.

Rules and Policy

Rulesin CoCA come from three different sources; rulefireed by user, rules derived
from organizational policies and rules derived frbistory data of past decisions using rule-
mining module Rule-miningmodule uses datamining tools [Hand01] to extras&ful rules
from history of decisions and actions. It enharsmsgoverning and proactivity features of
the system. For example, datamining tools can bd teslearn the contexts under which a g
student switches the ringing modes of his/her tedep. This means that the rules specified
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above are to be derived by the system itself. Sulds are dynamic in the sense that their

quality improves with time.

This is analogous to a “human assistant” assigoebetp the student to change the
phone-ringing mode. If, for example, a human asstsis given orders like “now switch to
X mode!”, “now to Z!", “now again to X!", “now to Y’ etc. while moving around with the
student, the assistant can do some of these smagtdiy himself after one week and with
more accuracy after two or three weeks. SimilaHg, rule-mining module is responsible to
learn and propose users’ wishes using the histodi@g. Such autonomous decision and

action support helps the user not to be worriediatiee pervasive world routines.

Context-Onto

Context-Ontas created from the generic and domain layerfiefEHRAM conceptual
model and serves as an ontology repository. Itistsef three basic components: ontology
schema, static context data and dynamic contexa. d@ntology schema in HCoM
represents concept hierarchies, concept relatiaxigms and metadata information that
represent knowledge in both generic and applicatmmain. Static context is a context data
that is relatively permanent and used as a baieeakasoning process. Dynamic context is
the context that changes frequently and it is @sed source for both reasoning and action-

triggering in a context-aware service.

RCDB

RCDBis created from the static context data of the EMRconceptual model using the
mapping steps described in the relational conteaxtlating section. This data is updated
with new static context data that is captured duthe run time. RCDB can be stored using
any standard database management system. In cejrwasuse MySQL as a backend to

store our context database and its schema.

Context Manager and Context Event

Context managelggregates and sends the necessary reasoningcessdtom the
HCoM model to the RAID-Action engine in CoCA in aigh fashion each time a new
context is acquired. This is accomplished basedhentrigger information in theontext
eventnotice that is created by the context filter modwleen a new and valid context is

captured.
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Collaboration Manager

Based on decisions from the context selector,|&@vent data in the concerned device is
not sufficient, collaboration manager initiates gidiorhood based context exchange
between nearby peer devices. This module usesith@gbe of virtual network overlay that
uses the [JXTAOQ7] peer-to-peer protocol. Detailpdc#fication about this module is given

under section 5.6.

Interfaces

Stand for interfaces in HCoM: interface to captgritools and interface to CoCA
services. They are means through which resourocescammunicated to and from the

model.
4.6.4 HCoM and the selection of appropriate context entit ies

A reasoning spaces asearch spacé&rom which the right set of information is extradt
to perform reasoning and inferences.s@arch spaceon the other hand is a set of all
possible solutions to a problem [Luger05]. Uninfedrsearch algorithms use the intuitive
method of searching through the search space, afiardormed search algorithms use
heuristic functions to apply knowledge about theittire of the search space to try to

reduce the amount of time spent on searching.

Many standard searching algorithms exist to lookfie right solution in a search space
[BurkeO5]. Among these are: list search algorithiress search algorithms and graph search
algorithms. Examples of list search algorithmsundel: linear search, binary search and hash
table search. Examples of tree search algorithralside breadth-first search, depth-first
search, iterative-deepening search, depth-limitadch, bidirectional search and uniform-
cost search. Graph search algorithms can be seetiaassions to tree search algorithms and
they exist in the form of graph traversal algoritheuch as Dijkstra's algorithm, Kruskal's

algorithm, the nearest neighbour algorithm, anchRralgorithm.

Informed search uses a heuristic that is speafibé problem as a guide. To account for
this, many applied fields of artificial intelligeadike game playing (chess game tree, for
example) use search algorithms like search tregipyumini-max algorithm and alpha-beta

pruning.
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As indicated in [Silva94] and SCOPES [Ouksel03hrsk space pruning facilitates an
incremental construction of context knowledge femantic reasoning. In HCoM, we use
this principle of pruning to limit the amount ofrdext data in the reasoning space so as to

improve the performance of the context-aware serwicCoCA.

The entire set of context data in the HCoM modeliigually organized into the
EHRAM graph. The EHRAM graph consists of the hiehézal tree of context entities and
their corresponding relations, axioms and metad@atherefore use pruning techniques on
the hierarchical tree of context entities in theR&M graph to minimize the size of the

CoCA reasoning space.
4.6.4.1 Heuristics selection by example

The heuristics for pruning in HCoM come from thibeesic sources: explicit information
given by the user during system initialization,ites sensed from the environment during
the initialization and history data. History date ased to draw new sets of relevant entities
based on entities from the other two sources.

The learning process of the prediction module isedoffine by capable devices
(devices that have sufficient processing and secapacities and may exist in the form of
PCs, Laptops, etc.) using prediction techniques di&cision-tree or other datamining tools.
The input in to the prediction module is the higtoiata collected over time on entities
participating in the process. The output from thedoie is a prediction model that, from an
existing real-time set of entities and actions, dmis the next action (with
probability/accuracy value specified). Such predn model, in a PMML format for
example, is made available for loading from theatde devices. The selector module uses
the prediction model to assign a numerical scoreaicth entity and class of entities. This
score is used to determine whether an entity oeraity class is relevant or not. The
probability threshold for selection can be set Hase users’ priority (selection time or
accuracy of selection or both).

Let us use Mr. Bob’s situation below to demonstthie principle (example taken from
the PICASO scenario chapter 6). If an instancendi@oM based service is initialized by a
userBob on his hand held®DA at nine o’clockon Monday morning while walking in a
corridor of a building whereClassroomsand alLibrary are located. Assume that, in a

context data repository we have the following twategories of information: (1)
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Information aboutClassroomsandcoursesthat are scheduled in theprofessordecturing
the coursesstudentsattending the courses, etc. (2) Information aldliff¢rent rooms in the

Library and other library relateservicesdevicesservice personneétc.

We will now demonstrate how the selector/pruningdme works to decide if
information about theClassrooms the Library, both or none is to be loaded into the
reasoner space of Mr. Bob’s world. This means, rgithee situation in the example, what
would Bobdo next? Is he going to thebrary? Is he going to hecture_halP Is he going to
both places one after the other? Or is he goingegdrare else? The prediction module uses
the history data abowob and his usual habit oklonday morningsafter passing by the
corridor. Steps for demonstrating such predictions arengind-igure 4.12.

//P is conditional probability function.

/T is Threshold probability for sele ction that is obtained from
the default threshold of the application, from the default
threshold of the user or from the interface as a va lue

entered by the user during HCoM initialization.

Calculate P ; = P([Bob, Classrooms, 9:00AM, Monday] | [PDA_01,
Bob, Corridor_01, 9:00AM, Monday])

Calculate P, = P([Bob, Library, 9:00AM, Monday] | [PDA_01, Bob,
Corridor_01, 9:00AM, Monday])

If P 1 <T prune Classrooms from the hierarchy otherwise collect
Classrooms and its sub-entities as relevant.

If P, <T prune Library from the hierarchy otherwise coll ect
library and its sub-entities as relevant.

Figure 4-12:Steps in prediction

Using the above steps and assuming that most dflémelay morning$80% of the time
=> P;=0.80), Bob activates the service on HEDA while walking in acorridor before he
goes to theClassroomsOn the other hand it is very rare that Bob gaethé Library on
Monday mornings after passing by this corridor draneans like 15% =>,P0.15).
Assuming also his default probability thresholdueabs 0.75, the prediction module, then,
decides to load th€lassroomsnode and prunes tHabrary node from the hierarchy. A
portion of the pruning process is shown in FigurE34 The figure shows the context entity

tree in the context entity graph that lpesson activity, location class student classroom
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andlibrary as context entity classes. It also shows entsgyamces likdBob, AmphiRoomj1
etc. and some relations likatendClassreservedFor etc. Values of P indicated in the

graph are used to determine the pruning point atdatin the graph.

Given Threshold = 0.75 sz insdnce of

isa is subclass of
Person Location

Context

Pruning point
lisa lisa sa
P=0.8
Student ClassRoom -
l‘ |
}io / i io { io
| /
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llli\o
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Figure 4-13: A pruning graph showing a portion of the context data space

A probability threshold value of 1 reduces the nemlof relevant entities. This
guarantees the fastest response time but lessadecdecisions. On the other hand, a
probability threshold value of O loads all contexitities as relevant. This guarantees the
maximum possible accuracy but the worst respomse. tGCoM is an example of the case
when threshold value is 0. This means applying ctiel&pruning on GCoM has no

significance.
4.6.4.2 Selection/pruning algorithm

We will now develop the concept of selection/prgnirom the context data space into a
more generalized solution represented as a forewhladgorithm. Figure 4.14 shows the
algorithm for pruning non relevant or selectingexgint context entities (leaf nodes) and
entity classes (intermediate nodes) in the hiesadhcontext entities. In this algorithm,
predictions and estimations are calculated basatiehistory information using prediction
tools like decision-tree. The principle is simillr what we have shown in Mr. Bob’s

example above.

Lines 10-12 in the algorithm collect entities tlaa¢ identified at the initialization stage
of HCoM. In Mr Bob’s exampleBob himself, hisPDA and theCorridor in which he is

located are what we call identified entities. Lirl&s18 collect user initiated data from the
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user interface. These are optional data where userenter or select list of entities of their
interest depending on their intension. Lines 17 2Mi@re about the threshold value that can
either be set by the user through the user interfaic estimated based on the initially

identified or specified entities.

I1Algorithm for pruning non relevant entities (@efing relevant entities)

1. Input: T (set of all entities in the EHRAM hierhgcgraph)
2. E; (set of entities identified at the time of initidtion)
3. E, (set of entities specified at the time of initzaliion)
4, getProbablity() (a function to predict the probipibf occurrence based on history data)
5. getTH(), estimateTH() (functions that set threshaltlie)
?- Output: S (set of relevant entities selected froedet T) => (S1 T)
7. Lett « 0 (threshold probability for selection of entitglue between 0 and 1 inclusive)
8 LetS,$ %S S S, SS O
9. Letd DefaultDepth // Depth of search space for seagchetated entities dg=1)
10. For every; O E; do
11. S - S0O{&}
12. Enddo
13. If (user has preferences)
14, For everyg; 0 E;do
15. S « $0{&}
16. End do
17. 1=getUserTH() // user specified threshold cf. Fig.24
18. End if
19. S-SUS
20. If 1=0 thent = getApplicationTH() // default user threshold Efg. 4.12
21, If 1=0 thent = getDefaultTH() // default application threshafd Fig. 4.12
29 For everye; O (T \S) do
23' p — getProbability§;, S;) // conditional probability Fig. 4.12
5 4' If (p=1)
25' S-S0 {&
' End if
26. End Do
27. SS o 83 0 Sl
28. g_ss
29. Depth-1
30. Repeat
3L For every\; 0 SS do // SPARQL/SQL
32. S’ « S’ 0{6;| hasRelationX;, 6)}
33. S « S0 {6;| hasRelationd, A))}
34. End do
35, S-sO¢
36. SS- §
37. S ¥
38. Depth++
39 Until Depth>
40, Return S

Figure 4-14: Context selection/pruning algorithm
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In Mr. Bob’s demonstration example, the value Othi&t is compared against the
prediction probability 0.8 to sele@lassroomsstands for a threshold value. Lines 21-25
check, for every entity not already selected asviamit, whether it is relevant or not based on
its prediction probability and the threshold valire Mr Bob’s exampleClassroomss an
example of the selected entity class whetghrary is an example of a pruned node. Lines
27-39 collect all entities that have relation wightities that are already identified as
relevant. The depth up to which the search fortiestthat have relations with entities that
themselves are selected as related entities isntietd by the repeat loop that starts at line
30. This loop depends on default-depth value tleads to be specified depending on the
characteristics of the application domain. In oxeiraple, entities lik@professoy courseand
studenthave direct relation witlfClassrooms Offices of the professors, designers of the
courses, etc., on the other hand, are related ass@oms only indirectly. All collected
entity instances and entity classes are put inta&Sses an output parameter for further
processing and reasoning on the context data ireds®ning space.

4.6.4.3 Performanceissuesin the selection process

Context entities are parameters from which the emistof the reasoning space (context
data) are defined. Names likevice, Student, Bob, Library, PDA_Bob and Room_&@6
context entities from which context data lik@ob owns PDA_Bqgbor (Student locatedIn
Library) are defined. With our algorithm, given tisnole set of context data ¥ {ci, ¢,
ct}, pruning inappropriate context data fromy, Tve get the set afelectedcontext data
S={c1, &, ¢}. The two measures of performance of our algoriima the accuracy (quality)
of reasoning and the response time (speed). Gheegédt of ideallyappropriatecontext data
as A= (¢, ¢, G), then theese performance values depend on tiezatite between the sets
Acand Q.

J }:> Both speedand quality optimal

——

= Quality optimal and speedlow

Hoowemomom

Given {2281%  then

}3 Quality low and speedoptimal

OV OT OV O7T

}:> Both quality and speed low

The cardinalities of the sets P and Q are indisatimr the quality and speed
performances of our hybrid reasoning process. Taler the value of |P| is the better the

quality performance of the reasoning process aod wersa. On the other hand the smaller
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the value of |Q| is the better the speed performanfthe reasoning process and vice versa.
Assuming that a given reasoning process alwaysnexja proper subset of the total context
data, i.e. Ad] Tc is always true, then the worst speed loss isnwhe Sc, but this, on the
other hand, guarantees optimal quality becausealllable information is used in the
reasoning process. An example of a model with agdtiouality in terms of loading

complete data into the reasoner but the worst pednce speed is our GCoM model.
T.=S,= A 0S,= P =0 (quality isoptimal )

In order to improve both quality and speed, thed@n (pruning) algorithm must be
selected in such a way that the values of bothr|B||Q| are nearing zero. In real terms, it
means that the performed selection/pruning mateh#ésthe users’ intension. This on the
other hand depends on the prediction module and tetiable the history data - dhe
experience is. This is just like in human being where, undemmal condition, experiences

improve performances both in terms of quality apelesl.

HCoM Setup

I

\

? |

Creating Context |
» OntOIOQY Greate Generic Context Ontologb%reate Domain Based Context OntologD
(Initial Contextont) \ |

HCoM Configuration HCoM Initialization

I
|
[
|
|

Creating Context
Database

(RCDM)
_______________ —+
\
\
\
\
) \
Creating |
Aggrigated Context

Ontology |
\

‘

‘ With new context data

\
\

Figure 4-15: HCoM process flow

A practical example of this concept of how prungag reduce the size of context data in
the reasoning space and improve response time eaneBcribed as follows (using
demonstration data from the PICASO scenario cha@jerin a campus scenario, for
example, context data loaded for a particular studeay contain information about

students devices courses professors libraries and class rooms Using our pruning
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algorithm we can perform removal of less relevatadrom the entire reasoning space. For
example,coursesthat the student is not taking apdofessorsof those courses can be
pruned from the reasoning space. Similarly if timeniediate intension of the student is to
attend a class, all branches in the hierarchy ¢batern thd.ibrary can be pruned. This
leads to an improved performance demonstrateceievaluation section of chapter 6.

Figure 4.15 shows the HCoM system process flow rdiagrunning from the initial
setup up to the final execution and data deliv€glumn wise partitions show the four
states: setup, configuration, initialization andtmne. The box Get Relevant Context
Instances in the HCoM initialization partition is where ogruning algorithmis executed.
In this same patrtition, the quetg context data sufficient?is executed to check if there is
some incomplete or inconsistent information abatities and relations. If the answer is no,

it may need peer collaboration to get more inforamabefore proceeding to decision.

For example, if a device is located in the vicirbtyt its owner is not identified, this calls
the “Ask Peer” module. Row wise partitions on the other hand shategory of activities;
creating ontology, creating context database amaticry aggregated context model for
delivery to the core context-aware service for oeasy and decisions. The aggregation
partition is where oupruning algorithmis executed in order to load only relevant data for
delivery to the core service.

4.7 Summary

In this chapter, we have presented our semanticadly novel approach for context
management modeling. It uses the hybrid of ontolaxgy database principles for modeling
the management of both context data and contexasgrs. The important aspect of this
approach is that in addition to separate processirgpntext data and context knowledge,

selective loading of context data into the reasgpearce ensures scalability.

Table 4-4: HCoM/EHRAM and appropriateness of madgapproaches

Approaches

Requirements Markup | Graphical 00 Logic | Ontology | Hybrid

Scheme models models | based | (GCoM..) | (HCoM)
Distributed + - ++ ++ ++ T+
composition
Partial ++ - + - ++ H+
validation
Quality of - + + - + +
information
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Incompletenes - - + - + 4

s/ambiguity

Level of + + + ++ ++ H+

formality

Applicability ++ + + - + 1+
(Key: ++ Comprehensive + Partial - Limite d or none)

EHRAM is a conceptual context representation medaeh and HCoM is a hybrid
model that uses components of EHRAM in ontology ealdtional schema. The ontology
part represents the semantics aspect of the cotdgxtand the relational schema represents

the context data itself.

HCoM model is hybrid and this means that we haveh&l grounds to claim HCoM
model inherits all the important features from dody, graphical, markup and relational
modeling approaches. Hence, HCoM model respondddése requirements [Strang04] of
the context modeling approaches presented in se2t® distributed composition, partial
validation, richness and quality of informationcampleteness and ambiguity, level of

formality, and applicability to existing environnmtenThis is presented in Table 4.4.






Chapter 5 COLLABORATIVE CONTEXT-
AWARE SERVICES: THE COCA PLATFORM

5.1 Overview on context awareness

In order to advance the operations of its functitiea, a context-aware system must be
able to mimic human ability to recognize and explonplicit information in the
environment. Although identifying and deducing aman activity is a challenge, it is
critical that context-aware applications should rape by conveying the appropriate
information to the right place at the right time byferring the user’s intention. To
accomplish this objective, a context-aware systemstngather information from the
environment or the user’s situation, translate thisrmation into the appropriate format,
and combine context information to generate a higiomtext, take action based on the
context information and make the information aci#ssto other applications and the
neighborhood. The management model should handiexioin a reusable manner to
permit context from one source to be exploited lanyndistinct applications and devices in

the neighborhood space that perform a varietysksta

This chapter presents our neighborhood based oo#tie context-aware service
platform (CoCA) that uses HCoM/EHRAM model as itssic data source. The role of
collaborative computing in the CoCA neighborhoodcis to share computing resources
like context, rules, ontology, processor, memorg. €0 solve computing problems to
provide comprehensive context-aware service, wmchuld otherwise be difficult and
sometimes impossible for a single pervasive detclve. Among the basic requirements
for collaborative computing between CoCA peerdmmneighborhood space is the ability to
self-organize into peer groups, discover each adhdreach other’s services and resources.
Sensors and IP-cameras, for example, track absalode relative positions of mobile
devices and humans involved and advertise thignmdtion for the neighbors (or peers) to

use. Under some setting, mobile devices themsehagsneed to detect their contexts.
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5.2 Acquisition of context data: Example on indoor positioning

Some context information can be provided to thetexdraware system explicitly, such
as a user's name or age; other context informatanm be obtained using sensors. Many
types of sensor are already commonly in existemma Gan provide primitive physical
information such as light, heat and pressure regdi®ther types of context such as facial
recognition depend on simple sensors such as canptararequire considerable processing
such as image recognition in order to make usd@firiformation obtained. Location and
identity are the most frequently sensed piecesamitext. Active Badges [Want92] by
Olivetti and AT&T emit infrared signals, which giva rough location and ID. Optical
systems for context determination are also possibteresearch is underway in the areas of
optical tracking and motion detection, stereo aBdr@&onstruction and object recognition.
Location is an important element of context infotima Many different approaches have
been taken to determining the location of agentthiwia context-aware system: GPS,
infrared and radio signals have all been explomedur work, we have investigated how a
measure of signal strength from a general purpoge YNEEE 802.11) [WiFi0O7] access
point is used to detect locations using small caimgulevices. A summary of this work is

shown as follows.

As part of the project PerSE (Pervasive Serviceirenment) [Gripay06] at LIRIS
laboratory, INSA de Lyon, we have developed WiFsdxh system for capturing indoor
locations. PerSE is a middleware that supports ititeraction of independent and
collaborating services to perform an intended actis indicated in our work [ScuturiciO6],
our indoor location tracker detects a room in ddwg where the holder of a mobile device
is located. Like in any prediction process, modglilocalization involves two basic
activities: learning and prediction. During therl@ag phase, data about the real situation
are collected, classified, and interpreted intovdedge. The prediction phase then uses this
knowledge for location prediction based on the-teaé data values. We plan our work in
such a way that during the learning phase, a pédrstuling a PDA moves around the rooms
and other spaces in the building to capture theasigtrength. All recorded data are
associated with literal location names like roommbers. We have developed a WiFi-
Spotter program that tracks received signal streagd then keep the record on a file for
further analysis.
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Such recorded data are further calibrated for tiana that may happen due to the type
of the tracking devices or other environmentaluafices. We have then planned a further
step of processing for data and pattern classificaising a datamining tool and a decision
tree model. The result from this process is ourkimgr model that can later be used for real-
time location detection. The model is representedthe Predictive Model Mark-up
Language (PMML) format. Our positioning module (W$potter) uses this model to
predict locations on real-time bases. Figure 5dwshthe architecture of our learning and
prediction process. It also indicates the link frdihis prediction process to a context

acquisition service.

Callibration and

Off-line Real-time Context-Aware
Learning Phase Prediction Phase Service
Signal Distributed on :
Tracking Capable Peers Signal
Tracking
. ) T
Data

Calibration and < ] — .
Treatment Treatment Rules Data Calibration Predicted
~— N @@ Location
0 (Room number

Data Mining
(Decision Tree)

Prediction Rules

(PMML Format)
v

Prediction |=

asa

Context Data)

Figure 5-1: Architecture of our learning and prediction model

To provide positioning support, as shown on thenigecture of the model, we have
indicated the learning phase (off-line) and thedmi®on phase (real-time). During the
learning phase, signal strength at selected latatod the rooms in the building including
meeting halls, offices, common rooms, printing rgoand corridors are collected and
classified for pattern identification and learninhe prediction or real-time phase uses
patterns identified in the learning phase to delmwdtion for the real-time values of signal

strength.
5.2.1 Learning phase

The learning phase involves mobile clients thainsadlist of radio frequency signal
strength values from all n known access pointsaahdracking location. For each tracked
point k we have a vector with the signal strength values a label corresponding to the
room/office where the point is situated:

(apﬁ,apkz,..., ap,?,roomk)
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The signal strength values are situated betweeanfi340. The number of APs that can

be seen varies with the location. Correspondintpéodata collected from the tracked points

we build an attribute-value table. The attributéthe table corresponds to the access points

(identified by the MAC address) and to the rooméaflabel. We replace the missing values

(corresponding to an AP not seen in a locationhwite value -100. An example of a

portion of the data is presented in Table 5.1.

Table 5-1: Sample measures of signal strength bynrand access point

Room _5A:40:.0D:C6 _5A:40:0D:D7 _5A{10:0D:C6 _5A:10 0D:D7
001317 6O 60 60 LA
501317 -0 60 60 =L
01317 B8 s A g 65
001319 6O 62 64 100
501319 b7 ] (R 60 100

501.319 -p7 -66 -57 -100

We use a decision tree

method for data classificatind learning. Decision trees are

popular knowledge representation, classificatiod @arning tools as they are easy to use
and interpret [9]. In decision trees, learned patare represented as a tree where nodes in
the tree embody decisions based on the valuesritfdiés and the leaves of the tree provide
predictions. A new situation can be classified dinfyy tracing a path from the root of the
tree to a leaf, with the path taken being deterdhimygethe input attribute values. These input

values in our case are real-time array of sigmahgth values received from the APs.

5.2.2 Prediction phase

Among the number of algorithms and programs thagtlement decision tree, we used
MCubiX [MCubiX07]. We found MCubiX to be well-striiered tool whose output can be
collected, viewed and stored in different formsnidastration of classification of a region

into sub regions (into sub spaces for more thandim@ensions) by the learning algorithm

using a simple example of two APs and three roontieua simple decision tree with depth

two is given in Figure 5.2.

Prediction phase involves detection of the roorwlvich a mobile client is located. The

two important input parameters for the predictiondule, therefore, are decision rules

obtained from the learning phase and the real-igeal strength values collected at a

specific location. The model is stored in PredetiModel Markup Language (PMML)

format and contains the probability values of eachdiction. PMML [PMMLO5] is an
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XML-based language, which provides a way for agians to define data mining models

and to share models between PMML compliant apjpdioat
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Figure 5-2: Effects of classification of a region into sub regions

Real-time signal strength values collected by tlodite client from the APs are given in
the form of an array. For each of the m rooms wed] our prediction module calculates
the probability that these values are observetienrdom and then selects the room with the
maximum probability. Given P{R as the probability that the given array of valugs

observed from room Ran expression for room R is given by:
R=R,:P(Ry) :I\/lalx P(R))
J:

5.2.3 Experimental results

We have used data from selected locations in 3@soaf different size, from two floors
of a three-storey building. We have collected sdB8¢500 records of arrays of signal
strength values in all the 33 rooms, correspondmdpur hours learning and calibration
phase. The collected data contains information &b00 distinct access points. Only 20 of
these access points are situated in the buildihg.l&yout of the two floors constituting our
test-bed is depicted in Figure 5.3. As the roomsunexperimental test-bed are located side
by side, knowledge about their width helps us tesgtigate the resolution of our detection

mechanism. The average width of the small rooms3ns for offices and 7m for
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amphitheaters with an overall average of 5m intelpedween the corresponding points of
references in the neighboring rooms. In most ofcthees, it involves detecting small rooms
with intervals as small as 3m. Using the colleatath as a learning dataset, we have built a
data-mining model using decision trees. The rdsatt been tested using a cross validation
technigue. The results are very encouraging wit ehror rate is situated below 5%,

corresponding to a 95% hit rate.

I EU i e 4 | o 1 L Eol | T A d
I Il I 1 I I I Il I

Figure 5-3: Layout of the floors used as a test-bed in our experiments.

5.3 The CoCA Service platform

A context-aware service platform in pervasive cotmgushould aim at acquiring and
utilizing context information to provide appropeaservices without user supervision. For
this purpose, we propose a neighborhood based looiave Context-Aware service
platform (CoCA). CoCA is aimed to be domain indegent middleware that enables
application developers to use context informatidgtheut the overheads of caring on how to
manage it. The reasoning engine in the platfornepisca set of aggregated context data,
rules and their semantics and changes it into ed@dinowledge necessary for reasoning

and decisions. Decisions in turn are used by agipdios to take appropriate actions.

CoCA platform is built from five layers: capturintpyer, pre-processing layer,
management modeling layer, context-aware core@erand application layer that executes

the actions. Figure 5.4 shows layered CoCA architec



5.3 The CoCA Service platform 135

Layer 5: Application Layer (Action Processing Interface) <«
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Figure 5-4: CoCA layered architecture

Layer 1, the capturing layerdeals with data acquisition tools in the form esther
hardware or software. It involves data capturingdivare like wearable badges, sensors and
cameras. Among the software tools are our indooation tracker discussed in earlier
section. It converts a general-purpose WiFi sigraamally designed for networking into a
meaningful location name. CoCA being a platformdpplications in multiple domains, the
interface is built based on APIs.

Layer 2, the pre-processing layes,used to formalize and prepare the capturedfdata
further processing. It deals with a conceptual niindeof the captured data according to
context representation formalism. It performs sapain of context related data into entities,
hierarchies, relationships, axioms and metadate dllows us to organize and process the
context data and the context semantics separ&etgils of activities involved in this layer

are given in the chapter about our EHRAM contegtesentation model.
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Layer 3, the context management modeling lagteals with how we organize context
resources useful for reasoning. Components inldysr provide the necessary data to the
core service. Formal representation of this datalmagiven using the HCoM model. The
context filter filters and sends the static contata to RCDB and the dynamic context data
to the context dispatcher. Context ontology comswt domain dependant and domain
independent (generic) ontology. Context-onto arsd répository are used to store and
manage the ontology. Context dispatcher managesel@and captured rules. Major works

involved in this layer are discussed in the chapberut the HCoM model.

Layer 4, the CoCA core layeis where the final context-aware reasoning andsaets
are performed. It provides the core context-awaenservice after reasoning on the
components. It consists of tRAID-Action engine (Reasoning, Aggregation, Intetation,
Decision and Action engindghat populates the ontology with the context data areh th
applies rules and axioms for reasoning and decisionthe actions to be triggered.
Coordinate based location values, for example, iaterpreted to street names. It also
performs aggregation by combining two or more lewel contexts to one meaningful high-
level context. Aggregation of body temperature,rhegte and blood pressure of a patient
can be used to tell patient’s health condition. RAdD Action Engine being at the heart of

the service platform uses combined contexts, rahesontology as an input.

The supplementary services in this layer consissashe CoCA elements outside the
CoCA core service. This includes services like km®wledge discovery (rule-mining)
service that adds features to enhance learningcitgpd the CoCA platform, privacy and
security management service, etc. Collaborationddan works based on peer-to-peer
negotiation and communication protocols to get ewnhtand reasoning support. If the
resources in the current device are not sufficiemtthe operations, the collaboration
manager is responsible to contact the neighborispede for the necessary support. The
neighborhood space consists of computing devicés varying capacities. Each device in
the neighborhood space is assumed to have a minicomfiguration of the CoCA service
platform. When requested, each peer in the CoCghterrhood deals with the query and
sends its response back to the source. Detailst d@bsulayer will be discussed in this
chapter. Security manager looks up security andapyi policy of the identified context

entity before exchanging any resource with thetgnti
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Layer 5, the application layers the application domain dependent layer whet®rs
are triggered reactively or proactively. It alsusts action-triggering process depending on

the specific application domain in which the platids used.
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Figure 5-5: Component view of the CoCA platform

Detailed component view of CoCA platform is givenFigure 5.5. The upper box in the
figure indicates HCoM and its components as a datace in the CoCA platform. The
lower box indicates the core components of the CaGAform. A flow diagram showing

data exchange among CoCA components and impoddikeis given in Figure 5.6.
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Figure 5-6: Internal data exchange among CoCA components

5.4 RAID-Action engine in CoCA

RAID-Action engine in CoCA stands for Reasoning, ghgpation, Interpretation,
Decision and Action. RAID depends on the threedbgies of data from the HCoM model
(context, ontology, rules) that are aggregatedgudana reasoner and SPARQL query tool.
Dataaggregationandinterpretationin the CoCA platform is done at multiple placeshwi
different abstraction levels. First aggregation amdrpretation is done by the context-filter
tool where irrelevant context are discarded. Sedewdl aggregation and interpretation is
done by the context manager and the third ancctagext aggregation and interpretation is
done by the RAID-Action engine before reasoning &ndl decisiors. Interpretation and
aggregation may involve integrating numerous cdst@xo one to provide a higher-level
context, thus the interpreter alters context infation by raising its level of abstraction.
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In our indoor location detector module discusseatiezan this chapter, it aggregates and
converts array of radio signal-strength data ctdiédrom WiFi access points at a particular

point in the building to a meaningful room nameaym number.

One approach to context aggregation is to use xbfusion [Chen04] that converts the
lower level context into higher-level context usably applications. Context fusion can be
used to synthesize context from the same typewftss in order to increase the validity of
the information so that erroneous sensors or regadire detected to avoid improper
decisions by the system. Context fusion is alsondekto be the aggregation of context of
varying types from a different variety of sourceptoduce a context that is exploitable by
the system. This minimizes the need for the coraudre application to gather the required
context from different sources that would otherbgeobligatory because of the distributed
nature of the context-aware systems in pervasiwerarmment. Aggregators support the
delivery of particular context to an applicatiory &ccumulating related context that the
application seeks into one logical placement. Agragator facilitates interpretation of
context hence it will aggregate diverse contextorimiation for different requesting

applications.

Table 5-2: Sample ontology based and user definksdr

Rule Category
(?a property ?b) (?b property ?c) - (?a property ?c)

E.g. locatedin, subClassOf, contains...
(transitive property)

(?a propertyl ?b) - (?b property2 ?a)

E.g. ownerOf and OwnedBy, locatedIn and contains ...
_(inverse property)

(?a property ?b) > (?b property ?a) Ontology

(?device locatedIn ?location)

(?device ownedBy ?person) - (?person locatedIn User
Zlocation) defined

(?student locatedIn Library)

(?student owns ?phone) - (?phone “switchMode”

“Silent”)

Rules play an important role in the procesge#Esoningabout contexts. Reasoning is

performed based on two reasoning sources:

* Ontology reasoning that is based on rules thairdegrated in the OWL semantics,
e.g. usingransitiveandinverserelations.
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» User-defined reasoning which are stated outsid®@Wf_, e.g. ifpersonis locatedIn
bedroomandelectricLightis dim conclude thgersonis sleeping

Implicit rules are derived from the ontology andpkcit rules are defined by the user
based on the specific domain of application. T&b#shows an abridged form of some of
these rules grouped into two categories: ontolapgeld and user defined rules.

5.4.1 Action Trigger

Actionsare major outcomes from the CoCA services. Algang for action triggering in
CoCA are based on multifaceted action processipgoagh [Rarau05]. Multifaceted action
processing is based aecisiors from CoCA-RAID and some other factors such asripyi
or existence of some other actions currently tnigde It is based on the idea that an
application consists of both components that ardesth sensitive and components that do
not depend on the context. Context sensitive compiocan be seen as an item with many
facets that behaves like a switch. If the condii®true then the facet is exposed otherwise

the facet is hidden.

I 3) XXXXXXXXX
1 4) XXXXXXXXX
I 5) XXXXXXXXX
1 6) XXXXXXXXX
L 7) XXXXXXXXX

: Badge :subClassOf Mdevice :
| Student :subClassOf Person I

badge01 :type Badge I

bob :type Student I
I ownedBy :inverseOf OwnerOf I
I wornBy :inverseOf wears I
!_.. :domain, :range, .... I

badge01 :wornBy bob
badge01 :locatedin docINSA

(oacger loratedi o= _ I

[ColocationRule:

(Person :wears Mdevice)
| (Mdevice :locatedlIn Location) |
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e
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[Policy:

(CellPhone:ringTone Type1) <-
(Person :locatedln docINSA)
(Person :owns CellPhone)

1
[Policy:

» (CellPhone:ringTone Type2) <-

(Person :locatedln meetingRm1)
(Person :owns CellPhone)

]

[Policy:

(CellPhone:ringTone Type5) <-
(Person :locatedIn classRm1)
(Person :owns CellPhone)

]

- J

Figure 5-7: Principles of multifaceted action processing in CoCA
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The principle of multifaceted action trigger is damstrated in Figure 5.7. The figure
shows four blocks of the process: the source bltiekmapping block, the facet block, and
the action block. Under the source block, we hdweed elements that demonstrate on
ontology, context and rules involved. In ontologye have the following set of semantics
that describe meta-knowledge about the environmmiethie person in question.

Badge :subClassOf Mdevice
Student :subClassOf Person
badgeO1 :type Badge

bob :type Student

ownedBY :inverseOf OwnerOf
wornBYy :inverseOf wears

ok wbnpE

Lines 1 to 4 define that Badgeas a subclass of a clas&device (mobile device),
Studentas sub class of a claBerson badge0Olas an instance of the claéBadge bobas an
instance of the classtudent Lines 5 and 6 define the propemnywrseOfbetweenownedBy

andownerOfand betweewornByand wears.

This means that while in process reasoning, they dheinversOfaxiom. For instance,
in the context definition of the source block, wevé context data defined usimgrnBy,
l.e. “badge01: wornBy bob” However, in the definition we only have a ruldided on the
relation wears, i.e."Person: wears Mdevite The reasoner uses theverseOfaxiom to

interpreter and maps the two statements.

In the context definition, we have one static cahtdata that holds stored information
about the relation between badge0l1 and bob‘haxge0l: wornBy bob”and one timely
context that is sensed or derived currently, flsadgeO1: locatedin docINSA It is

highlighted in the figure because this is wherdtal action-trigger process starts.

The rules indicate that if a badge is located sonege/then we conclude that the person
wearing the badge is located there.

[Person :wears Mdevice)
(Mdevice :locatedIn Location)
->(Person :locatedIn Location)]

In the mapping block, we have multifaceted acticapping (switching) policy (rules).
It shows when the type of theellphoneringing tone is changed tangtone typel (e.qg.
vibrating), ringtone type 2 (e.g. decent ringtonajngtone type5 (e.g. music ringtone),

ringtonetype? (silent mode), etc.
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[(CellPhone:ringTone Typel) <-
(Person :locatedin docINSA)
(Person :owns CellPhone) ]

[(CellPhone:ringTone Type2) <-
(Person :locatedin meetingRm1)
(Person :owns CellPhone) ]

[(CellPhone:ringTone Typeb) <-
(Person :locatedIn classRm1)
(Person :owns CellPhone)]

The facet block is a demonstration of the multiefagmultiple faces) that represents
action types (in our case different ringtone typ&)me of the faces show the presence of
more than one action which is natural like settimg ringtone of a telephone both to decent

ringtone and vibrating mode at the same time.

The action block is about the visibility of the et of the action to the user. In the

figure, all except the face for Actionl are hidderarked axxX).

5.5 Proactivity in CoCA

Push and pull methods are the two options throulgietwcontext-aware systems extract
the necessary context information from context sesiand perform relevant action. In the
push method, context information is sent to theliegipon in the push fashion (proactive).
This means that context information is collectetbleeit is needed, which may result in a
better performance. The shortcoming of this apgraadhe consumption of resources for
gathering and disseminating context that may nbeezxploited by the context service. The
pull (reactive) approach on the other hand gatbahg context information that is required
by the service. Naturally, pervasive context-awgygems should be proactive or push type
so as to satisfy the self-triggering property. Bvieased proactivity or push type service
activation is used for triggering the context-awseevice in CoCA. The context filter tool
sends the context event notice to the context nanaghich in turn activates the CoCA
core, indicating occurrence of the new context.nfiee CoCA core reads the new context
data, performs reasoning on the context, and stgygles action to be performed by the
application. Applications are responsible to exedhe actions.

5.6 Collaboration in CoCA

Storage, processing and reasoning of context datlndbwledge is highly resource
intensive while on the other hand most ubiquitoesicks in the pervasive world have
scarce resources. Mobility and anytime/anywheresgaequirement of pervasive users
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make the problem more challenging. To overcomeptoblem, we propose a collaborative
approach where devices collaborate and combine tiesources towards solving the
problem. In this process, capable devices, likedsied PCs, play an important role of “big”
brothers to support tiny devices like PDAs and smhones. With the current trend of PC
availability, we can assume that, in the neighbodchepace, we always have capable

devices that play this role.

JXTA as a supporting technology is a set of opestgools that allow any connected
device on the network ranging from cell phones wameless PDAs to PCs, servers and
super computers to communicate and collaborate peex-to-peer manner. Figure 5.8
shows JXTA based CoCA collaboration architectureohsists of the JXTA Core layer, the

JXTA service Layer and the application layer whéte CoCA collaboration service is

placed.
CoCA Collaboration ‘ CoCA Messaging ‘ ‘ CoCA Data Sharing ‘
JXTA Service Search ‘ Indexing ‘ ‘ Discovery ‘ Membership ‘
‘ Peer Pipes ‘ ‘ Peer Groups ‘ ‘ Peer Monitoring ‘
JXTA Core
‘ Peer Advertisement ‘ Peer IDs Peer Security

(@
z @V E T
o°(§<\°e )’

Figure 5-8: CoCA collaboration architecture

The JXTA Core layer itocated at the bottom of the service hierarchythiea JXTA
Core, all the basic peer-to-peer functionality thaérs can implement and use is provided.
This layer involves notions of peer groups, pigeEser monitoring, security as well as other
functionality for discovering resources, creatioh amlvertisement documents etc. It is
important to note that since JXTA was designeduof of peer-to-peer networks composed
not only of PCs but also of smaller devices, thee'sosize has to remain as compact as
possible. Indeed a peer does not need to run aletenpnplementation of the JXTA
platform in order to participate in the network lartly those protocols necessary for its

smooth operation.
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The JXTA Services layes located above the core layer. This layer costaiarious
services, which are implemented with calls to tkdA Core. A JXTA service can be
viewed as a library offering certain functionalityat JXTA peer-to-peer applications may
use if necessary. An example of a JXTA servicdhés IXTA Search system, which offers
Information Retrieval functionality to a network péers.

The CoCA Collaboration servidakes the role of a JXTA Application layer. Per-t
peer applications make use of only some core s3viCOCA platform uses data sharing,
messaging and possibly other services dependinthemurpose of collaboration among
CoCA peers. In such collaborative peer-to-peeriegipbns, we need to support different
levels of security and resource acceSecurity between peers in the CoCA service
environment can be achieved by the JXTA peer sgctunctionality in which peers
operate in a role-based trust model, in which afividual peer acts under the authority
granted to it by another trusted peer to perforpadicular task. There is an ongoing PhD
research work on such trust based security manageimrepervasive systems in our team

[Saadi07]. We are hopping to incorporate these resdat the end.

i |. Peer 1 sends
i discovery query

Il. Rendezvoue peer 1 forwards another
discovery query to another known

IV. Rendezvoue

peer 1 replies
with results from rendezvous peer, Rendezvous peer 2
Rendezvous Rendezvous g
peer 2 plus Peer 1

information it
has on Peer2 ﬂ

Ill. Rendezvoue peer 2 replies with
information it has on Peer3, Peer4 and Peer5

>

PF=Platform

Figure 5-9: CoCA peer collaboration and discovery principles

The role of collaboration manager in the neighbothespace of the CoCA service
platform is to share computing resources like cantelles and ontology. Among the basic

requirements for collaborative computing betweelC&@eers in the neighborhood space,



5.6 Collaboration in CoCA 145

therefore, is the ability to self-organize into pegoups, discover each other and each
other’s services and resources. This principleeima@hstrated in Figure 5.9. It shows how
resource discovery and peer collaboration workagudXTA based peers and rendezvous
peers. Each device in the collaboration space dhoave a minimum configuration of the
CoCA platform installed on it in order to partictpan the collaboration.

Peer discovery gets information like identity, s#gulevel, availability, willingness to
participate in the group process, time to live (),Tétc...of the peer. We suggest that all
such information be made available to the rendez\yamer by all peers at the time it joins
the group. For example, we can set a simple reapeiné that‘every peer must provide its
TTL in order to take part in the peer grouprhe logical step that follows peer discovery is

exchanging messages and resources by first disngweho owns what.

An algorithm for the processes involved in the Co&@Maboration manager is shown in
Figure 5.10. The algorithm represented in the faimactivity diagram indicates steps
involved to discover the appropriate peer and éstala peer-to-peer connection between
the collaboration modules in the two peers accgrdm our JXTA based architecture
discussed earlier. The diagram has five verticélviag partitions indicating the type and
category of peers involved in the collaborationgass. The first partition (InttialPeer)
indicates activities involved in the peer thatiatigs the collaboration. The second partition
(Nearby Rendezvous peer) indicates activities wealin the rendezvous peer of the group
in which the initial peer is registered. The thpaktition involves activities involved in peers
within the same group with the initial peer. Therth partition (FarRendezVous peer) is for
the activities involved in the rendezvous peer ssitde by the near by rendezvous peer.

Finally, partition five represents activities ingoe that belong to other groups.

Figure 5.11 shows a use case of a JXTA based disg@rotocol to handle messaging
and queries during CoCA collaboration. The dematistn example has six peers and three
rendezvous peers organized into three groups.H®demonstration, at a given particular
time, the first group has three peers joined tdig@pate in the collaboration, the second
group two peers and the third group one peer. lGawlp has one elected rendezvous peer.
The use case assumes that the required resoufoend in Peer P22. The process is
demonstrated in the steps described below:

(1) Peer P11 sends a query mess@gessaging)’Who knows about smart phone
SP0017?” to a rendezvous peer RP10. (PRP10).
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(2) RP10 checks in its repository. On unsuccesdfelck, re-routes the query to the
peers within the group. (RP2P12, RP1&»P13).

(3) P12 and P13 respond that they do not know SReA2>RP10, P1®>RP10).
(4) RP10 again re-routes the query to another mmies peer RP20. (RPERP20).

(5) RP20 checks in its repository and, on unsudgkeskeck, re-routes the query to
the peers in its group. (RP20P21, RP26>P22).

(6) P21 responds that it does not know SPO01.¢PRP20).
P22 responds that it knows about SP0O01. {FPR20).

(7) RP20 passes over the good news to RP10 witheatecessary information to get
connected with P22 for more information. (RP2RP10).

(8) RP10 passes over all the information to P1P1E>P11).
(9) P11 connects with P22 f@data sharing}the details about SP001. (P2P22).

If for example P11 detects a smart phone SPOGL nmeeting room and wants to
decide the person holding this phone so as to lusdrtformation to conclude the
presence of the person in the meeting, it may genébllowing SPARQL Query to
P22: (CoCA:SP001 CoCA:ownedBY ?Person).

(10) P22 responds what it knows about SP001 to (PRE>P11).

The response by P22 to the query from P11 candsepted as (Person=Baob).

A sample of Jxta based code and data segment hbexdocadvertisement and discovery
used in CoCA/HCoM is shown in Figure 5.12. Contagertisement data comes from
different sources. Among these is our location jotexh service detailed in [ScuturiciO6].
This code segment shows three parts: Context aseentnt from lines 1 to 6, context

discovery from lines 7 to 17 and sample formatdfeatised data lines 18 to 23.
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NearbyPeer(P")

NearbyRenezvous(RP)

Rendezvous peer RP

FarRendezvous(RP')

Rendezvous peer RP'
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Remark: A Rendezvous peer is a peer that is in charge of
coordinating the peers in the peer group and provides the
necessary scope to message propagation. Each peer group
should have at least one rendezvous peer. Any peer can be a
rendezvous as long as it has the necessary credentials based on
network, storage, memory and CPU requirements.

CoCA collaboration algorithm

Figure 5-10:

T |COCA-P = CoCA Peer

P13
i CoCA-RP =CoCA Rendezvous peer

Figure 5-11: CoCA collaboration process
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/Il Publishing and advertising context data

1 LocatioAdvertisement adv = new

LocationAdvertisement();

adv.setID(mylID);

adv.setName("PDAOO1");

adv.setOwner("Bob");

adv.setLocation("DocINSA");

discoveryService.publish(adv, DiscoveryService.ADV,

lifeTime, expTime);

/IRetrieve by discovering context advertisements

7 discoveryService.getRemoteAdvertisements(null,

8 DiscoveryService.ADV,"Name", "PDAQ01*");

9 Enumeration advs =
discoveryService.getLocalAdvertisements(

10 DiscoveryService.ADV, "Name", "PDA001*");

11 LocationAdvertisement adv = null;

12 while (advs.hasMoreElements()) {

13 adv = (LocationAdvertisement) advs.nextElement();

14 String ownedBy = adv.getOwner();

15 String locatedIn = adv.getLocation();

16 break;

17 }

/ISample advertisement file that contains context d ata
18 <jxta:LocationAdvertisement
xmlns:jxta="http://jxta.org">
19 <ID> urn:jxta:uuid 59616261646162614A7874615... ... </l D>
20 <Name> PDAO001 </Name>
21 <Owner> Bob </Owner>
22 <Location> DocINSA</Location>
23 </jxta: LocationAdvertisement>

OO WN

Figure 5-12: Sample code and data for advertisement and discovery

5.7

Summary

CoCA is a collaborative middleware platform thab&sed on HCoM model. Evaluation

of CoCA with respect to the context-aware systequirements presented in chapter 2 of is

given as follows:

» Support for heterogeneitfCoCA supports heterogeneity. Its architecture sgied

to work with devices of any sort and application afy domain. The semantic
ontology used in the CoCA reasoning can also beeneldd to enhance
interoperability so as to improve heterogeneity.

Support for mobility:The core communication principle in the CoCA platfois
based on Jxta protocol. Jxta protocols provide tagieer-to-peer computing support
[Maibaum02] and CoCA platform is, therefore, welited for mobility.

Scalability: The use of hybrid approach in the HCoM model erssoalability of the

CoCA platform by limiting the amount of context dah the reasoning space. This
principle remains the same for any change in gpeimg number of peers. After the
partner for the data source is identified, a difiet is established between the initial
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peer and the partner peer. As presented in ch@pexperimental result on scalability
of the CoCA platform using PICASO confirms to this.

» Support for privacyThere are works remaining to be done on privaayeiss CoCA
platform. For the time being, collaboration is lzhsa voluntary and trust.

» Traceability and controlEvery action in CoCA platform is stored in theeat/log for
any control and future reference.

Table 5-3: Comparison of performance of CoCA platfavith other relatede works

Requirement by ContextToolkit CFN ConFab | Gaia |[RCSM |CoCA
Heterogeneity + - + + + +
Mobility + ++ - + - ++
Scalability - ++ - - - ++
Privacy - - +H - - -
Traceability - - + - - ++
Tolerance - +4 + - +
Deployment - 4 - + + -
Decision - - - - - +4

(Key: ++ Comprehensive + Partial - Limited or none)

» Tolerance for component failureSoCA collaboration algorithms are dynamic in the
sense that, if a partner with which the initial pereated a link fails for some reason,
the other candidate partner returned during thigairpartner search over takes the
collaboration.

» Ease of deployment and configuratidrne design of CoCA platform allows an easy
deployment and configuration of the middleware ® used in any domain of
application. From the implementation point of vidhere is some work remaining to
make CoCA deployable in the hand held computingagsyv

» Decision supportDecision support in CoCA platform is provided irp@active or
reactive fashion. It provides a decision suppod action trigger functionality to
minimize user intervention.

Based on these requirements, Table 5.3 shows c@opasf CoCA platform to other
related works. This summary shows that CoCA isanising middleware platform for the

development of  context-aware  applications in peveas environment.






Cﬁayter 6 IMPLEMENTATION AND
DISCUSSION

6.1 Implementation plan

In this section, we present implementation plan tfe demonstration version of the
CoCA platform and the HCOM model. Figure 6.1 shdlwss of processes in the overall
states of the CoCA platform development startimgnfithe initial context acquisition state
up to the final action trigger state. Column wisetipions (blocks) in the diagram show four
major stages in the CoCA platform development msce&ontext capturing (Interface),
context representation modeling (EHRAM Model), exttprocessing and management
modeling (HCoM Model) and context-aware core s&r(iCoCA Core). These partitions

correspond with the first four layers (layers ¥)jmf our layered CoCA architecture.

EHRAM Model ! HCoM Model : CoCA Core

Rule-mining

Store Knowledge
CoCA RAID

(Build Generic-onto

t
|
! ! !
| (Populate Context-onto) (Store Rules) 1
|
i |

Trigger Action

Build Dynamic-onto

Call Collaboration

|
:
|

i N
I (Store Static—Context)—}(Get Relevant-Context)

Figure 6-1: Generalized CoCA implementation algorithm

°

Interface Partitionis a collection of hardware and software toolsdapturing context
data and related decision support rules and pass the next component for proper
representation. In the diagram, this block consiétsontext-capturguser-interfaceand

rule-capturewith a fork and a join data flow connections indileg states of activities.
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EHRAM Model Partitionis a collection of data representation tools thast in the form
of EHRAM model that is based on ontology structame relational schema. In the diagram,
this block consists oBuild-Generic-ontp Build-Dynamic-ontp and Store-Static-context

with a fork and a join flow connections indicatistates of activities.

HCoM Model Partitionis a collection of the data management tools in logbrid
context management model (HCoM). It is based ors#mantic mapping and aggregation
of context data, rules and ontology. Retrieval olyorelevant context data from the
repository into the context-onto is done in thisdil. The block consists @det-Relevant-
context Populate-Context-onfoStore-Rulesand Context-Managerwith number of join

connections and a decision indicating states ofides.

CoCA Core Partitionis a collection of CoCA core service tools. It fpems
interpretation, aggregation, reasoning, decisiod #ren triggers action (RAID action).
CoCA core uses the HCoM context model and a nemdiidaal collaboration mechanism for
devices with scarce reasoning resources. The btmksists of CoCA-RAID, Call-
Collaboration, Store-Knowledge, Rule-Mining andgber-Action with two joins, two forks

and a decision indicating states of activities.

6.2 Implementation

Implementation of the demonstration version isndesd primarily as aroof of concepts
in the CoCA/HCoM architecture. We decided to useXava language environment because
in addition to its portability to multiplatform emenment, we have open source Java
development API tools (Jena and Jxta) that fatélitenplementation of the reasoning and
collaboration features of the CoCA platform. Theplementation consists of approximately
2,000 lines of Java code with intensive use of mooeinherited API classes from the Jena

reasoner and the Jxta protocols.

Flexibility, modularity, expandability, and effiaiey are among the issues considered
during this implementation phase of the proposeadfgam and context model. To achieve
this goal, we structured the classes using Jgpacrkageconcept. Currently, we have one
top-level package named &oCA with classes:CoCA _Interface, CoCA_Collaboration,
CoCA Trigger, CoCA _RAID, CoCA HCoM, CoCA RCDB, CdCgatextOnto, and
CoCA_CaptureThese components are carefully abstracted to nreksytstem independent

of the application domain.
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CoCA javax.swing | <Import> java.awt com.hp.hpljena | <Import> netjxta
DataListener CoCA_Trigger
— -resList
-size S
time e»,,o,\9 1 -request -response 1
4%
. . /)
FilterListener 1 .
] CoCA_RAID CoCA_Collaboration
CoCA_Interface 1
f +buildTriples() +createConfigFile()
+collaborationBox() +handlelnstances() +sendAndReceive()
ValidityListener D +ontologyBox() +handleRelations() +startConnection()
J +contextBox()
+actionBox() CoCA_RCDB 1 -response
+consoleBox()
+toConsol N
CollaborationListener el 0355 1 +storeStaticContext(
1 -getData oz; +getRelevantContext()
] R
CoCA_Capture 1 1 -getRelevant -sendsModel 1 -request
1 |
otionL +postContext() CoCA_Contextonto CoCA_HCoM
ctionListener i
- +postStaticContext() _gelnithlodel
+validateContext() +makelnitialModel()
1 -postData(cntxt+ont) 1 +populateContextToOnto() 1 1 +makeCompleteModel()

Figure 6-2: CoCA Class Diagram
Table 6-1: Mapping layers in CoCA architecture ahd implementation classes

Application Layer Interface and
(Interface) € | CoCA_lInterface data/event listeners
_ CoCA_Collaboration Connecg getand or
Reasoning and receive data
Decision Layer <> | CoCA_Trigger Trigger actions
(CoCA core) Reasonin isi
g, decision
CoCA_RAID and action
Create and initialize
Context Management CoCA_HCoM memory based models
Modeling Layer €2 Context storage and
(HCoM model) CoCA_RCDB selective retrigval
Preprocessing Context and ontology
Layer (EHRAM) € | CoCA_ContextOnto filtering and merging
Context Capturing Context capturing
Layer (capturing <> | CoCA_Capture interface
tools)

CoCA Layers

| mpl enent ati on cl asses
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Figure 6.2 shows class diagram of our major implelateon modules. There are two
important APIs used in this implementation: APlsnirthe Jena framework that supports
context reasoning and APIs from Jxta protocols tirat used for management of peer
collaborations. Mapping between components of th€A platform architecture discussed
in chapter 5 and the list of CoCA implementatiossskes is given in Table 6.1.

A demonstration version of the CoCA platform is lempented and is readily available
for testing. It can be used to perform reasoningcomtext data from different domain of
applications. All context data that is intended @ise in this platform should be organized
into the EHRAM/HCoM model. Descriptions of the Co@Ackage and its class hierarchies

are given in Annex Il

6.3 Use case scenarios

We use Protégé ontology editor [Protégeé07] to boid ontology, MySQL database
management system [MySQLO7] with its ODBC-JDBC [QTIF] as backend data storage
for static context data, and Jena framework [Jeha@soning and inference tools. We also
use Jxta [JXTAOQ7] peer-to-peer protocols for cadkaion management. In subsequent
sections, we try to show how different smart pemeascenarios are implemented under the
CoCA platform. Details of these implementation soale discussed in chapter 2 (section
2.4). We use scenarios from three different domasmsart university campus, smart
hospital, and dynamic adaptation of computer appbas. We finally show a performance

evaluation of CoCA and its components.
6.3.1 Smart campus scenario: PICASO

In this section, we discuss the internal functioh€€0oCA and its RAID Action engine
by experimenting on the prototype of our architeetand its context management model,
HCoM. We use ®ervasive Campus-Aware Smart Onlooker (PICAS@mple.

PiCASO is based on the scenario of a universityptestwhere research students and
professors are involved. Besides the scheduledlaiegueetings among students and
professors, informal and spontaneous meetings asclugssions are important for the
advancement of their work. Discussion can takegyéanong two or more of the researchers

depending on the relevance of their work.
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The questions that can be raised in this scenago When do they make such a
meeting? How only those available can be informsalasomeone else’s interest to discuss
about a specific subject matter during the teakorébow can a student know that his
professor is available for the coming 30 minutesfwHcan a student know when his
professor is in the tearoom and is available, sdffice or in the corridor passing by the
office of the student? What type of messaging ntubtie appropriate to send such
information to a particular person located at atipalar place at a particular time? If
telephone is used to accept such a message, whatdsitis call mode be (vibrating,

ringing)? And so on.

ContextEntity

Person
hasPreferenceFor | Instance* | Messaging
engagedIn | Instance™® | Activity
hasSchecdule | Instance™ | Diary
. locatedIn ‘ Instance® | Location )
isa ocatedNear™
Person
locatedNear Instance™ Location
Device
hasOffice | Instance ‘ Office
ownerOf | Instance* | Device

isa

ﬁga gedIn®

Activity
hasEndTime ‘ String™
- i Professor
hasStartTime | String* isa -
advisorOf | Instance* | Student
hasScheduleType | String
scheduledIn | Instance | Location

sa dentOf* advisorOf*

Eve
- Dave
advisorOf = ‘ Bob
advisorOf = | Alice
. engagedIn = | WeeklyM eeting Student
Meeting hasOffice = | Room01
hasOffice = | Room02 studentOf | Instance* | Professor
PDAphoneDave
PDAphoneEve ownerOf =
ownerOf = PCDave
PCEve
io engaged[ntstudentof\dvisorof o io %visorof gudentof
Alice
Bob
studentOf = | Dave
studentOf = | Eve -
locatedIn = ‘ ReadingRoom
WeeklyM eeting hasOffice = | Roon03
hasOffice = ‘ Room03
PDAphoneBob
ownerOf = PDAphoneAlice
PCBob ownerOf = -
PCAlice

Figure 6-3: Part of context ontology graph for PICASO scenario
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In ontology, we have semantics about all componamis related concepts. It also
defines relations between the components and theepts. For example, a person can be
defined as amwnerOfa device and then the relatiownedByis automatically granted to
the reverse relation because both concepts aneedefin the ontology, as being the inverse
of one another. One example of such context instdata can be given a@ob is ownerOf
PDAOO1 This means Bob isownerOfa PDA device called PDA001, from which, the
ontology reasoner can easily deduce that PDAOGwisedByBob. In the GCoM model,
persistent data about static contexts (e.g. owigerghationship of persons to devices like
telephone or PDA) can be stored as profiled orcstaintext in any standard database
format, which can then be selectively populatedcastext instances into the ontology

structure at runtime.

(Ont ol ogy
<xml version="1.0"?>
<rdf:RDF .......
<owl:Class rdf:ID="Student">
<rdfs:subClassOf> <owl:Class rdf:ID="Person"/> </rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Library">
<rdfs:subClassOf> <owl:Class rdf:about="#Location" I> <Irdfs:subClassOf>
</owl:Class>
<owl:ObjectProperty rdf:ID="ownedBy">
10. <rdfs:range rdf:resource="#User"/>
11 <rdfs:domain rdf:resource="#Device"/>
12. <rdf:type rdf:resource="http://www.w3.org/.../owl #FunctionalProperty"/>
13. <owl:inverseOf> <owl:ObjectProperty rdf:ID="own erOf'/> </owl:inverseOf>
14.  </owl:ObjectProperty>
15.  <Student rdf:ID="Bob">

WoOoNNOO WD

16. <ownerOf>

17. <PDA rdf:ID="PDA001">

18. <hasScreenSize

19. rdf:datatype="http://www.w3.0rg/2001/XMLSchema#str ing">Medium
20. </hasScreenSize>

21. </PDA>

22. </ownerOf>

23. <ownerOf rdf:resource="#Cellphone001"/>

24, </Student>

25. ...

26. </rdf:RDF>

Figure 6-4: An excerpt from the PICASO ontology

To demonstrate context data representation in P@AS8e use the ontology based
generic context management model GCoM and its edtanersion HCoM. The three
important data sources related to the data modgelcantext ontology, context data and

rules. Graphical representation of part of the exinbntology for the PICASO is given in
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Figure 6.3. An equivalent OWL representation ot pf the context ontology for PICASO

is given in Figure 6.4.

/ | Cont ext
<xml version="1.0"?>
<rdf:RDF .....
<Professor rdf:|ID="Dave">
<locatedIn rdf:resource="#Room01"/>
<engagedIn rdf:resource="#FormalMeeting"/>
</Professor>
<Student rdf:ID="Carol">
<locatedIn rdf:resource="#ReadingRoom"/>
10. </Student>
11. <Student rdf:ID="Alice">
12. <locatedIn rdf:resource="#Room03"/>
13. </Student>
14. <Professor rdf:ID="Eve">
15. <locatedIn rdf:resource="#Room02"/>
16. <engagedIn rdf:resource="#Browsing"/>
17. </Professor>
18. <Student rdf:ID="Bob">

©CoeNooOrwWNE

19. <owns rdf:resource="#PDA001"/>

20. <owns rdf:resource="#CellPhone001"/>
21. </PDA>

22. <PC rdf:ID="PCAlice">

23. </PC>

24. <Messaging rdf:ID="MessengerService">
25. </Messaging>

27. </rdf:RDF>

Figure 6-5: An excerpt from PiICASO context representation

Sensed context is to be communicated using XML/Rfijffe representation format as
indicated in Figure 6.5. Sample rules for reprasgnéxplicit wishes are given in Figure
6.6. Such data are stored in a disk file thatlwamn any suitable format: text or any Jena
compatible database format like MySQL. After sentafly combining data from all the

three sources, the reasoner can draw parametdtsefactions in the PICASO.

In this example, we use SPARQL, the RDF query laggusupported by the Jena
framework. SPARQL is becoming more and more acceptethe user community due to
its stronger definition and better implementation&83C is working towards standardizing
SPARQL.

Sample SPARQL query to select the phone for whiehaction has to be triggered and
set its ringing tone to “Silent” mode setting candiven as:
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Query
SELECT ?phone
WHERE({
coca:Bob coca:owns ?phone.
?phone coca:setRingTone coca:Silent.

}

//Rul es
/lOntology based derived rules
[Transitive_Rule: (?a coca:locatedin ?b)
(?b coca:locatedin ?c)
->(?a coca:locatedin ?c)]
[Inverse_Rule: (?a coca:ownerOf ?b)
->(?b coca:ownedBYy ?a)] /finverse

CoNo~wWNE

./ Domain based phone management rules

10. [locatedRule:(?device coca:locatedin ?location)

11.  (?device coca:ownedBYy ?person)

12.  ->(?person coca:locatedIn ?location)

13.

14.  [libraryRule:(?student coca:locatedin coca:Library)
15. (?student coca:owns ?phone)

16. ->(?phone “setRingTone” “silent”)

17. ]

18. [classRule:(?student coca:hasSchedule ?class)

19. (?class cocaiisScheduledin ?classRoom)

20. (?class coca:startTime ?t1)

21. (?class coca:endTime ?t2)

22.  ((?Student coca:locatedin ?classRoom) coca:hasTime 2)
23.  (?tsys.greaterThan ?t1)(?t sys:ilessThan ?t2)

24.  (?student coca:owns ?phone)

25. > (?phone “switchMode” “Vibrating”)

26. ]

27. [meetingRule:(?student coca:hasSchedule ?meeting)
28.  (?meeting coca:scheduledin ?meetingRoom)

29. (?meeting coca:startTime ?t1)

30. (?meeting coca:endTime ?t2)

31. ((?student coca:locatedin ?meetingRoom) coca:hasTim e?)
32. (?tsys:greaterThan ?tl) (?t cocalessThan ?t2)

33.  (?student coca:owns ?phone)

34. >(?phone “switchMode” “Silent”)

35. ]

36. xcampusRule:(?Student coca:locatedin OutSideCampus)
37. (?student coca:owns ?phone)

38. - (?phone “switchMode” “MusicRingingTone”)

39 ]

Figure 6-6: An excerpt from PiCASO rule representation

Table 6-2 shows a simple trace of a library rulehi@ above example as demonstration
of the reasoning process. It shows an output messath parametergCellPhone001,

setRingingTone, SilentMod#)at are used in a call to a customized actigggén module.
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In this particular case, the action is to set tinging mode of Bob’s cellPhone to silent

mode.

Table 6-2: Trace of reasoning process using thedryiRules

(PDAOOL1 locatedIn Sensed context

ReadingRoom)
=>(PDAO0O01 locatedIn By rules in lines 3-5, Fig. 6.6.

Lbrary)
=>(Bob locatedIn Library) By ontology in lines 9-14 , Fig. 6.4

(inverse property owns and ownedBy
defined in the ontology), context

in lines 18-21, Fig. 6.5 and rules

in lines 10-13, Fig. 66.

=>(CellPhone001 By context in lines 18-21, Fig. 6.5
SetRingTone silentMode) and rules in lines 14-17, Fig. 6.6.

Figure 6.7 shows a java code that put togethethallmajor components of the CoCA
service platform for reasoning, inferences and silexs. It also indicates how SPARQL
gueries are used to draw parameters for actiogerigg. This simple example demonstrates

how CoCA platform is used in building a context-agvaervice.

All input components used in our platform (contexistology and rules) are not hard
coded into the system and are stored separately.ifidicates that the platform can be used
in multiple domains by simply changing the inputs.

PiCASO scenario implementation involved varying tem of handcrafted context
instances (200 up to 6,000) created from the coatioin of context entities and relations
defined in the campus domain. We have used up @ diined relations, 80 activity
instances, 100 device instances, 100 locationnns& 3 network instances, 100 instance
of persons and 30 instances of services to gengriateontext data set. Such data instances
are stored in the relational context database, RCORy relevant context data is then
loaded from RCDB into the reasoner space duringali@ation. It also use varying number
of rules (20 to 200 lines) created from domain @es and user needs. We have also used
varying lines of dynamic context instances that ooly guide the reasoning process but
also trigger the reasoner proactively. Combiningrase with the owl ontology schema, the
PICASO HCoM model produces up to 9,000 contexidsipn the entire reasoning space.
Figure 6.8 shows sample screen shots of the CoCARBMassistant for the PICASO
scenario. Comparison on the effect of using varytlega size in HCoM and GCoM

approaches will be given in the evaluation sectibthis chapter (section 6.5).
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/import APIs...

public class CoCASupport{
public static void main(String[] args) {

//Section for loading and configuring GCoCA nodel

//Load rul es

GenericRuleReasoner reasoner = new GenericRuleReaso ner((List)
Rule.rulesFromURL(  "file:ForumRules.rules"));

//Load context ontology with an al ready sel ected popul at ed cont ext

//data and create a nenory-based nodel ready for reasoni ng application

OntModel tempModel = ModelFactory.createOntologyMo del(
OntModelSpec.OWL_MEM_MICRO_RULE_INF,
ModelLoader.loadModel("file:ForumOntology.owl" ));
/1 Conbi ne and nap rul es into ont ol ogy
InfMlodel cocaModel=ModelFactory.createlnfModel(rea soner,tempModel);

/ | Exanpl e usage
//Section for query formtion

//Definition of the CoCA nane space

String queryString = "PREFIX coca: <http:/Ammw.owl "+
“-ontologies.com/unnamed.owl#> "

"SELECT ?phone WHERE {?phone coca:setRingTone coca :Silent.}"";

Query cocaQry = QueryFactory.create(queryString) ;

QueryExecution gexec=QueryExecutionFactory.create( cocaQry,cocaModel) ;

ResultSet cocaResults = gexec.execSelect() ;

/I Extract query results
for (; cocaResults.hasNext() ;)

{
QuerySolution res = cocaResults.nextSolution() ;
RDFNode phone = res.get("phone”) ;
System.out.printin("Setting ringing tone of "+ ph one +" to silent”);
fireAction(“RingingTone”, phone,”silent”); /Modu le Call
}
gexec.close();
}
Yo

Figure 6-7: An excerpt of code for creation and initialization of the CoCA data model
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5 Colh SHARTassistant . . e T
Ontology | Context | Action | Collaboration Ontology | Context | Action |*Collahoration |
<Student rdfID="Alce"> 7 =] Jsusseer Duciksh || RELATION contans v vawuepe 1 v
<Incatedin rdfresource="#ReadingRoom">
</Student> . " N - Bab attendClass  Class_ContexiManagement % Context Partially Valid and posted
<Student rdFD="Rob"> Triples for the relatlonnqaxedlndurlng Reasoning
<lucatedin rdfresource="#ReadingRoom"> (Example using SPARQL) Bab hasPat  Carol ¥ Conte Data NotVali
<Student> .
2) il 2
<Stutent rdED="Carol"> SEVLVE!%TREISTINCT ?Instance ?Relation ?Value Browsing aivisarOf Bob ¥ Contert Data Not Valid
<locatedin rdfresource="¢ReadingRoom > { . =| BDave advisoraf Alice % Context Partially Valid and postad
</Stutient> < ?2GenericClass rdfs:subClassOf cocans:Context.
<Professor rafiD="Dave"> ?DomainSubClass rdfs:subClassOf ?GenericClass. Dave amvisorf Boh % Cantext Partally Valid and posted
<Ipcatedin rdfresource="#ReadingRoom" > ?Instance rdf:tw_e ?DomainSubClass.
</Professors ?Instanc(; ?Relgtlorl ?Va\ue.. DocINgA contains PC_14 % Context Partially Valid and posted
<Prafessor rdfD="Eve™ ) FILTER(?Relation = cocans:locatedin).
<locatedin rdfresource="#0ffice01">
</Professor>
<Professor rdf:\D="Professor_11"> :
<locatedin rdfresource="¢#0ffice_1"> >
SUBJECT e [+] ReLanon ocetedn [+| vaLue|ar Iv]
‘ Display Triples from the MODEL | Clear Window | ‘ ompose-Validate-Post Context | Clear Window ‘
Console |

Time: 1109
Reasoning triples: 6
Time: 1109
Reasoning triples: 6

www.cocasp.frforumf.owl#Devi
ww.cocasp.frforumf.owl#L ocation
validity ... DocINSA contains PC_14
ww.cocasp.frforumf.owl#Student

Time: 1625
Reasoning triples: 2124
Time: 3938
Reasoning riples: 2124

ww.cocaspfrforumf.owl#Professor

ing validity ... Dave advisorOf Boh

ww.cocasp.frforumf.owl#Student
i www.cocasp.frforumf.owl#Professor

a CoCA SMARTassistant [] CaCA SMARTassistant
Ontology | Context | Action | Collaboration ‘ Ontology | Context | Action | Collahoration |
LIST OF ACTIVE ACTIONS Sent Query: Docinga?
Received Response:  {Docinsa, isA, Library)
Send to: Bob --= Your Colleague is herel Response Received From: -Peer!
Completed in 281 msec
Send to: Carol--= Your Colleague is here! Connection closed
Ready for next connection
Send to: Dave = Your student is herel
Send to: Alice = Your professor is herel
Send to: Student_28 = Your colleague invites you for teal
-l
Received Query.  Doclnsa
SentResponse: Library
[
B8 [ M
| \l\miw nminns\ | Clear Window | [v] Activate Callahoration
ww.cocasp.frforumf.owl#Device ww.cocasprforumf.owl#Device
ww.cocasp.fi forumf.owl#Location wew.Cocasp.fi forumf.owl#Location
Checking validity ... DocINSA contains PC_14
iiwww.cocasp.fr forumf.owl#Student
hittp:iveww.cocasp.fr forumf.owl#Professor

Figure 6-8: Screen shots from the PICASO scenario in the CoCA platform

6.3.2 Smart hospital scenario: patient monitoring and fol low-up

Consider a smart medical ward in a hospital (secfi®) where patients, nurses and
physicians, etc. are involved. The ward is equipywét context sensor technologies in its
rooms, corridors and garden at the disposal oviddals involved. Patients admitted to the
hospital may need intensive follow up which mayateestaff shortage and may result in
inappropriate care to the needy ones due to owd#irigaA context-aware monitoring and
follow up system helps to minimize the engagementwaman assistants to the less

important activities.
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Human interventions may be needed only when aldrjetthe system. Live multimedia
recording and transmission of an event that théesydas found important may also be
used for monitoring purposes. Delivery can be mame¢hose who are concerned after

adapting such contents to their context. FiguresB@vs part of the context ontology for the

hospital scenario.

Context
hasObject | String
hasAccuracy ‘ Hoat
hasPredicate ‘ String
hasSubject ‘ String

hasTime ‘ String
A
sa

Person
hasIdentity String
hasActivity ‘ Instance* ‘ Activity
hasSchedule ‘ Instance* | Activity ocatedWith isa

locatecln ‘ Instance | Location

Device

locatedWith | Instance

locatedWith locatedWith sa * “hasSchedule*

- Patient
Device
wsBT | Foat
hasScreenSize | String
- - hasBP1 ‘ Integer
hasStorageCapacity | String - — - T
- hasPhysicalPosition | String™ Activity
hasProcessorSpeed ‘ String
ocatedWith isa hasHR | Integer hasEndTime ‘ String™* sa
canProvide | Instance* | Resource
hasInitial Test ‘ String* hasStartTime | String™®
locatedIn | Instance | Location i
- hasBP2 ‘ Integer
Device
locatedWith | Instance hasNurse ‘ Instance™® |Nurse
Person
hasDr | Instance* | Physician

phe o e g

‘ Video PDA CellPhone ‘ Physician ’/ Meeting

Figure 6-9: Part of context ontology for the hospital scenario

‘ Nurse

‘ Terminal

The implementation of this scenario is one stepato@ a real application because we
have used the real world clinical concepts. Thelogt of the scenario is built on top of the
medical terminologies from the OpenGALEN projectpfdGalen07]. OpenGALEN is a
not-for-profit organisation that provides downlobatiaopen source medical terminologies
and tools. An early phase of the GALEN programms fuaded by the EU (the SESAME
& OAR projects) in late 1980s. The OpenGALEN projscnow a Dutch Foundation that
runs jointly by the Victoria University of Manchestin the United Kingdom and the

University of Nijmegen in The Netherlands.
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Actors in our medical ward scenario are linkedhe bntology as part of the ontology
classes or class instances. For exampledicalwardand garden are sub classes of the
location class where as specifgarden-nameor room-numberin the scenarion is the
location instanceDoctor, nurse, patierdnd supportstaffare examples of sub classes of the
person class where adichel, Pascal and Ada are instances of the class person. Each
instance inherits its role and property from themiediate parent class and similarly each

class inherites properties and roles from its petrelass.

Context data and rules for patient care in the awenike below are semantically

aggregated with the ontology for appropriate actiand decisions.

<Doctor rdf:ID="Pascal">
<locatedIn rdf:resource="#MeetingRoom_01"/>
<engagedIn rdf:resource="#WeeklyMeeting"/>
</Doctor>

<Patient rdf:ID="Michel">
<locatedIn rdf:resource="#BackDoorGarden"/>
</Patient>

[EmergencyRule:
(?Patient coca:locatedIn ?loc)

(?loc rdf:type coca:Garden)
(Patient coca:hasStatus ?Status)

(?Status rdf:type coca:Emergency)
(?status coca:hasMessage ?Msg)
(?Patient coca:hasDoctor ?Doc)

->(?Msg coca:sendMessage ?Doc)]

The advantage of embedding the OpenGALEN clinicalcepts into the HCoM model
extends the application of the scenario to a momeptex decision support tool even for the
doctors and the nurses in their regular clinicakcpss. Knowing about the principal clinical
procedures and concepts like pathological, anatraitd pharmaceutical semantics, CoCA
can be used for reasoning and suggestion of adiboverds patient care and treatment. Both

textual and graphical representations of the ektfihe ontology are given in Annex VI.
6.3.3 Adaptation scenario: adaptation of applications to context

The importance of context information in the prace$ content adaptation has been
well studied and demonstrated by a colleague atresearch team in his PhD work
[Berhe05]. Adaptation of software applications tmiext is another aspect of context-aware
computing in pervasive systems. Details of the weekuse here as one of the application

scenarios of the CoCA platform is given in our@etiChaariO7]. For example, if a display
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unit of a device doesn’t support images, and if user selects to view an image on this
device, the application should automatically lelae tiser to the textual description of the
image which means the displaylmage() module inapglication must be locked by the
context-aware service. In our case study, to ugecthntext ontology to represent the
concepts in the process of adapting applicationgeto context situations, we have added a
new domain class (sub entity) nam&gplication under theServicebase ontology class

(entity) of context-onto in HCoM.

Context
isa sa‘w
User Service Device
Base Ontology
« h A
isa isa LSH Application Domain Description Ontology
Application isa
AdaptedApplication AdaptingUtilities
—

Service™ |sa
-

iy
4
! hasAdaptation*® ApplicationService isa
1
. / |\ . -
‘\ isa_ < hasAdaptation™ » | ~ hasOutput™ ~ ~ hasInput®
: - I s T
3 T e | R
Adaptation [~ - I OutputVector InputVector
P ) : T T
' i |
+hasAdaptationParameter™® . 7 ! | isa |
- |
iy i | ! r
! !
‘ AdaptationParameter f hasOutPutParameter*  hasInputParameter™ |
' ! / .
5 ! / ‘
isa A ! shasParameter™ /hasParameter
\ ! ‘
AN ! ;
SelectionValue ~ ! ;
, i
' s
. . , -
isa isa thasValueFromParameter® ™ . »
. -
RN « »ra
T T 7 ™ ServiceParameter
isa isa
ProjectionParameter SelectionParameter

Figure 6-10: Example of context ontology for adaptation of application

Figure 6.10 shows the relationship betweenghreric context ontologgart andthe
application domain ontologpart. This relation keeps hierarchy of contexitest in our
adaptation process to describe the services ofjpipdication and the different adaptation
operators that we have defined in previous sectionaddition to the components indicated

in this figure, we have also defined other sub@sassnder the base ontology classes and
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their relationship with one another. Und2eviceclass, for example, we have a sub class

Terminalwhich possesses thasSizeroperty.

In general, it is up to the application designeth@ user to add or remove the domain
specific classes, sub classes, domain based alagsriies and relationships using domain
definition interface. Adaptation rules based onngjiag context can also be defined by
designers or users using this interface. The comeager module is then responsible to

use the knowledge in the ontology to activate catapt.

The adaptation processes that can be applied pecfie context situation are defined
by a combination of predicates and facts onapglication domain description paénd its
components (application, services and their oumat input parameters). To integrate the
knowledge required for adaptation within the cohtextology, rules in our application are
described using the Jena generic rule. These anéesasily transported and integrated into
OWL. The Jena parser and query engine tools giveasy interpretation and access to the
content of the OWL representation of the contexblmgy, rules and context data.

For example, if a display unit of a device doesuipport images, and if the user selects
to view an image on this device, the applicatiotoaatically leads the user directly to the
textual description of the image. The displaylmagefvice of the application is locked by

using some domain based rules.

6.4 Demonstration on reasoning in CoCA using PiCASO

Given the PICASO ontology with its context data awdne inter PICASO-community
messaging rules, we will try to show how the ocence of a simple location based contexts
trigger a messages dispatch (action). Figure & Hl degment of PICASO context ontology
showing the advisorOf relationship that exists among the three profess(ive,
Professor_11, Dave) and the five students (Caroh, BStudent_23, Alice, Student_21).
Some of the nodes in the graph show slots indigaturrently existing relationships. For
example, the node for Professor Dave shows therCléss, advisorOf, engagedin,
hasOffice and ownerOf relationships and their valdéne termsa in the graph represents
the built in  rdfs:subClassOf relationship andikany io (instance of) represents the built
in rdf:type relationship. In the ontology, the tedashipsadvisorOf and studentOfare
defined to be the inverse of one another. This medmerever the relationshaulvisorOf
exists, it also holds true fetudentOfin the reverse direction.



166

Implementation and Discussion

Eve

Dave

offerClass = | Class_SemanticWeb

offerClass = ‘ Class_ContextManagement

iadw'sorOf

Carol
attendClass = ‘ Class_SemanticWeb

studentOf = | Eve
hasOffice = | Office WithCarol
PCCarol
ownerOf =
PDACarol

Alice
Bob advisorOf =
advisorOf = Student_21
Carol
engagedIn = ‘ Class_ContextManagement
hasOffice = OfficeEve
hasOffice = OfficeDave
PDAEve
ownerOf = PDADave
PCEve ownerOf =
PCDave

advisorOf fadvisorOf ‘advisorOf

Class_5
attendClass =
Class_ContextM

studentOf = | Dave Student_21

hasOffice = ‘ OfficeWithAlice
PCAlice
ownerOf =
PDAAlice

Figure 6-11: PICASO context ontology showing some advisorOf relationships

# Send trigger nessage
[InformRulel:
(?S rdf:type pre:Student)
(?P rdf:type pre:Professor)
(?S pre:studentOf ?P)
(?S pre:locatedWith ?P)
->(?S pre:hasMessageTogo
pre:ProfessorHere)
]

[InformRule3:
(?S1 rdf:type pre:Student)
(?S2 rdf:type pre:Student)
(?P rdf:type pre:Professor)
(?S1 pre:studentOf ?P)
(?S2 pre:studentOf ?P)
(?S1 pre:locatedWith ?S2)
notEqual(?S1,?S2)
->(?S1 pre:hasMessageTogo
pre:ColleagueHere)
[InviteRulel:
(?S1 rdf:type pre:Student)
(?S2 rdf:type pre:Student)
(?P rdf:type pre:Professor)
(?P pre:advisorOf ?S1)
(?P pre:advisorOf ?S2)
(?S1 pre:engagedin ?A1)
(?A1 rdf:type pre:TeaBreak)
(?S2 pre:engagedin ?A2)
(?A2 pre:hasScheduleType ?t)
equal(?t,pre:relaxed)
notEqual(?S1,?S2)
->(?S2 pre:hasMessageTogo
pre:ColleagueForTea)
]

#Set nobile ringing tone
[MobilePhoneRulel:
(?d pre:ownedBy ?p)
(?d rdf:type pre:PDA)
(?p pre:locatedin ?1)
(?I rdf:type pre:Library)
->(?d pre:setNotificationMode
pre:SilentMode)

]
[MobilePhoneRule2:
(?d pre:ownedBy ?p)
(?d rdf:type pre:PDA)
(?p pre:locatedin ?1)
(?! rdf:type pre:ClassRoom)
->(?d pre:setNotificationMode
pre:VibratingMode)

[MobilePhoneRule3:
(?d pre:ownedBy ?p)
(?d rdf:type pre:PDA)
(?p pre:locatedin ?1)
(?I rdf:type pre:BreakRoom)
->(?d pre:setNotificationMode
pre:MusicTone)

[MobilePhoneRule4:
(?d pre:ownedBy ?p)
(?d rdf:type pre:PDA)
(?p pre:locatedin ?1)
(?I rdf:type pre:Office)
->(?d pre:setNotificationMode
pre:RingTone)
]

Figure 6-12: Some PIiCASO rules for message trigger and ringing tone
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Column 1 in Figure 6.12 is about the rules thategpvmessage triggers. If we look at
the first rule in this figure, it saysf‘the set of captured contexts are aggregatedue gs a
new context about the presence of a student arldehniprofessor in the same location then
set value of MessageToGo for the student to thessage named ProfessorHer€bdntext
aggregation process, for example, works by checkiogtion of the professor and location
of the student and decide if they are located i shhme place or not. The message
ProfessorHereby itself is an object in which a value, an execuhodule, etc. are defined.
The content of the message in this particular $®end to: Student --> Your professor is
here!”. We can have plenty of such application basectigslior rules. Another set of rules
that we use in this demonstration is about cellnghinging tone management, column 2 in

figure.

HCoM is then used to create a memory based reagomilel that can be queried using
the SPARQL query language for final action. As andastration of this concept, in this
particular example (Figure 6.13), a segment of SRARjuery (lines 9 to 12) embedded
into a java code to extract the contenhaéMessageToGadines 2 to 7 are standard query
headers indicating URLs for RDF, OWL, RDFS, etmd.B indicates URL for the CoCA
model on which the query is applied. The rest iatis part of the code that deals with
utilization of the result from the query.

Table 6-3: Examples of new context data and theltiag set of action triggers

New context Expected action to follow from the onto logy,
rules and context data given in this demo
- Carol - Send to: Carol --> Your colleague invites
engagedIn you for tea
Email
- Bob engagedin
MorningTea
- Alice -Send to: Student_21 --> Your Colleague is
locatedin here
ReadingRoom -Send to: Alice --> Your Colleague is here
- Student_21 -Send to: PDA_21 --> No ringing tone on
locatedIn arrival of call
ReadingRoom -Send to: PDAAlice --> No ringing tone on
arrival of call
- Bob locatedin Send to: Eve --> Your student is here
AmphiRoom1 Send to: Bob --> Your professor is here
- Eve locatedIn Send to: PDAEve --> Vibrate on arrival of call
AmphiRoom1 Send to: PDABob --> Vibrate on arrival of call
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public String[] getActionsToGo() {
String queryString = "'+
"PREFIX rdfsyntax: <http://www.w3.0rg/1999/02/22-rd f-syntax-ns#> "+
"PREFIX xmlschema: <http://www.w3.0rg/2001/XMLSchem a#> "+
"PREFIX rdfs; <http://www.w3.0rg/2000/01/rdf-schema #>"+
"PREFIX rdf: <http://www.w3.0rg/1999/02/22-rdf-synt ax-ns#>"+
"PREFIX owl: <http://mww.w3.0rg/2002/07/owl#> "+
"PREFI X coca: <http://wwmwn cocasp.fr/forunf.ow #> "+
"SELECT DI STINCT ?hj ect ?Cntnt "+
. "WHERE "+
S+
11.1. "{ ?oject coca: hasMessageTogo ?Msg."+
11.2. "?Msg coca: hasContent ?Cntnt.} "+
11.3. "UNION "+
11.4. "{ ?nject coca:setNotificati onMbde ?Msg. "+
11.5. "?Msg coca: hasContent ?Cntnt.}"+
12. "},
13. Query query = QueryFactory.create(queryString) ;
14. QueryExecution gexec=QueryExecutionFactory.create(q uery,CoCAsystem.model);
15. ResultSet results = gexec.execSelect();
16. int k=0;
17. String[] qryResult=new String[MaxSize];
18. while (results.hasNext())
19. {
19.1. QuerySolution res = results.nextSolution() ;
19.2. RDFNode P = res.get("?Object");
19.3. RDFNode C = res.get("?Cntnt");
19.4. String person=trimResult(P.toString());
19.5. String content=trimResult(C.toString());

RPROONOOR~WONE

= O

19.6. gryResult[k]= "Send to: " + person + " --> " + cont ent+"\n\n";
19.7. k++;
20. }

21. gexec.close();

22. CoCAsystem.size=Kk;
23. return gryResult;

24. }

Figure 6-13: Segment of code that shows SPARQL query on HCoM model

Table 6.3 shows demonstration of sets of new comtata (left) and the resulting set of
action triggers (right). In order to provide a tee service on every occurrence of new
context, the CoCA decision engine goes through exgdion and reasoning process. The

aggregated context data is buffered along withrthiel context data for the next use.

[ CoCh SMARTassistant

[ CocA SMARTassistant
[ Onfology | Context [ Action | Collahoration |  Ontology | Context | Action | Collaboration |

SUBJECT [Bob vi RELATION [enga Send to: Carol = Your colleague invites you far teal

Carol engagedin Eail

Boh engagedin WorningTea

Figure 6-14: Part of the screen showing new context data and the resulting action
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The CoCA platform provides an interface for runnargl testing decisions and actions
of such type. We have run and verified that all ékpected actions are also executed in a
similar manner in the platform. Figure 6.14 showesnshots of a demonstration of one of

the examples.

As a conclusion, we have used a walkthrough exariipla PICASO to demonstrate
how the CoCA reasoning process works. The effeth@®foccurrence of a new context data
on action trigger is demonstrated using exampla® fmessaging service and mobile phone

ringing tone management service.

6.5 Measuring performance

Machine based reasoning is a time intensive prothas has exponential time
complexity with respect to the size of data inseanm the reasoning space [Zuo06]. To
overcome the expensive time complexity problem, MGgses pruning technique (section
4.6.4) for selective loading of only relevant raasg resources or pruning of the irrelevant
branches from the hierarchy of the reasoning gr&pls means, the selection module loads
only relevant context information from the HCoM text repository, RCDB, into the

reasoning space during every initialization of @G@CA system.

To evaluate HCoM and GCoM with respect to theipogse time and to compare their
performances against one of the similar works, CONfiom Wang et al, we have
conducted the following experiment.

Our experimental data comes from the PICASO impteateon (Section 6.3.1). The
experiment is carried out both for GCoM and HCoMpé&riment for GCoM is concerned
with reasoning on an occurrence of a new contestancte using the entire context data
loaded into the reasoning space (with out prunifigiggering of amessage-dispatcher
based on the presence of two students having tme gaofessor in the same location
(demonstrated in section 6.3.4) is one examplea@cion resulting from reasoning. During
our experiment, such an occurrence of a new comatekithe response time to get the action
message is recorded repeatedly by varying thesiizgan the reasoning space.
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Table 6-4: Summary of response time from the exysari

Experiment Data size ranging from 200 to 9,000

GCoM | Size 200 800 1600 2300 3000 3800 4535 5268 6000 6733 7466] 9010
Roundl | 411 1032 1527 1906 2209 2427 2942 3365 3931 4576 5355| 5914
Round2 | 434 971 1465 1888 2258 2481 2944 3373 3931 4582 5384| 5911
Round3 | 483 1014 1520 1904 2255 2456 2960 3389 3964 4625 5350| 5877
Round4 | 486 1001 1518 1864 2248 2463 2966 3422 3960 4614 5333| 5924
Round5 | 436 982 1470 1888 2235 2433 2908 3426 3949 4593 5328| 5879
(ms) |Average| 450 1000 1500 1890 2241 2452 2944 3395 3947 4598 5350| 5901
St. Dev. 33 24 30 17 20 22 23 28 16 21 22 22

T
i
m
e

HCoM | Size 200 800 1600 2300 3000 3800 4535 5268 6000 6733 7466| 9010
Roundl | 525 788 725 799 869 992 1013 1089 1189 1249 1293] 1419
Round2 | 514 705 748 825 931 936 1068 1083 1189 1238 1363 1374
Round3 | 470 742 705 858 871 986 1023 1136 1176 1284 1326] 1424
Round4 | 478 743 711 805 897 977 1028 1121 1205 1274 1353 1373
Round5 | 513 722 761 843 922 959 1078 1141 1171 1245 1315] 1420
(ms) |Average| 500 740 730 826 898 970 1042 1114 1186 1258 1330] 1402
St. Dev. 24 31 24 25 28 23 29 27 13 20 28 26

®3—-

We have repeated similar experiment for the HCoMieholn HCoM, the context data
are loaded into the reasoning space selectivelyriying the irrelevant part of the data. We
have made repeated experiments with varying da&a(sanging from 200 up to 9000 RDF
triples incremented by progressive intervals — danagb context data, rules and ontology

generated for our experiment are shown in AnnexXVland V).

The average response time collected for differentext data instances is used for both
GCoM and HCoM. Table 6.4 shows a summary of datagsponse time (in milliseconds)
with calculated average and standard deviationefeh round of the experiment. The
overall average standard deviation (24ms) is semtiugh to conclude that the system is
stable except due to some other jobs sharing tbeepsor at the time of the experiment.
We have collected data from five of our experimearid twelve progressively incremented
data size both for GCoM and HCoM models.

The use of GCoM model gives a response time thawgrfast with the increase of
volume and complexity of reasoning data. The us&l@dbM, on the other hand gives a
response time that tends to remain nearly constéht the growth in the volume and
complexity of context data. This exiting improverh@m a response time, however, is not
for free, it is at the expense of building an eéfit search mechanism (heuristic based) that
estimates the appropriate user intension or, otfwe, the cost will be a compromise on the
quality of the reasoning process. Details on thsue is presented in section 4.6.4. Figure
6.15 shows a graph for the result of our experimusimig both the GCoM and the HCoM
modeling approaches.
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Reasoning performances using ontology and hybrid approaches
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Figure 6-15: Reasoning performance for GCoM and HCoM (2x1.83 GHz CPU)
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Figure 6-16: Reasoning performance for CONON (2.4 GHz CPU)

Similar experiment were made by Wang et al on tBENON context ontology, Figure
6.16, shows that the time complexity of contexsoang based on ontology tends to grow
fast like that of our GCoM model. Both graphs hdkie same trend but have different
values due to the difference of the CPU speeds diseng the experiment.

As a conclusion, our experiment shows that HCoMrowes the performance of CoCA
service and makes it a scalable and extensibleoptat HCoM model, its basic constructor,
the EHRAM model and the CoCA platform, therefonee promising context management
and reasoning tools in pervasive context-awarerenments where most of the devices

have limited capacity.






Cﬁqpter 7 CONCLUSIONS AND FUTURE
WORKS

7.1 Summary of contributions

We have developed novel specifications for contegptresentation, context modeling
and context management. We have also presentedicgtéan for a domain-independent
context-aware platform as a middleware that enadgbgdication developers to utilize easily

context information. Our major contributions inghwvork can be summarized as follows:

A semantic context representation modéle have proposed EHRAM, a conceptual
context representation metamodel based on hierafcgscriptors of context entities. It is
represented using layered and directed graph. idees in EHRAM are important
structures to organize and classify context estitied relations. Layered organization also
helps to classify and tag context data as genemimaih independent or as domain
dependent. EHRAM can be easily serialized to adstah markup languages for storage,
retrieval, transmission, processing. In our case,use RDF triples and its derivatives to
represent basic structures in the model. Contextdata and axioms in EHRAM are
represented using ontology aROF reification principles.

A hybrid context management modeéfe have proposed HCoM, a generic context
management model based on a hybrid approach. HE@v upgrade from our initial model
named GCoM. Our rational behind the need for aidytwntext model is to distinguish the
works of context data management and context séenamhnagement, process them
separately and put the results together for betesoning and decision support in a context-
aware environment. We use ontology approach to genantext semantics and relational
approach to manage context data. HCoM model aimmabine the bests from the two
worlds. HCoM provides a means to select and lodg jpart of the large static context data
that is accumulated over a period of time dependingvho and where the user is, the
intended activity to which the user is going to démegaged, devices available for use,
institutional policies etc. It uses matching pattegained through experience to identify

relevant context data. Loading only relevant dataréasoning minimizes the size of the
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reasoning space and reduces the unnecessary aregaz the reasoner so as to improve
the overall performance of the context-aware servit helps to overcome limitations of
lack of scalability of most of the reasoning systeto the ever-increasing volume of

reasoning resources in the pervasive environment.

A collaborative context-aware service platforive have developed a CoCA platform.
CoCA is a neighborhood-based system in pervasivgpating that aims at acquiring and
utilizing context information to provide appropeaservices. CoCA is domain independent
middleware support for application developers @vable them to use context information
without the overheads of caring on how to manag€adCA platform is independent of the
data elements from application domain. We haveessfally implemented a demonstration
version of the CoCA platform. Demonstration of fla@ction of CoCA platform and the
HCoM model is given using different application sagos. Among these is a Pervasive
Campus-Aware Smart Onlooker (PICASO) scenario umigersity campus where research
students and professors are involved. We have olgedl a test procedure for PICASO
using CoCA.

7.2 Conclusions

Most of the current context management systemscantext-aware services are based
on ad-hoc models and domain dependent applicatioas may cause lack of desired
formality, genericity and expressiveness. Hence,nagament and use of context
information and development of context-aware sewin pervasive environments is still a
challenge. Computing devices in pervasive compuéngronment on the other hand are
tiny and have limited hardware resources. In thskwwe have shown the importance of
generic context modeling for efficient context @agg in a context-aware computing
environment. Our approach is based on contextiestihierarchy of entities, relations
between entities, axioms and metadata. We haveopeopthe EHRAM conceptual context

representation model based on these components.

For a lightweight context reasoning service, we ehgroposed a generic context
management model named as GCoM. GCoM is ontologgdeontext management model.
From the performance evaluation, we made, we hauvad that GCoM has scalability
problem for large volume of context data. Thiseésduse GCoM uses ontology data model
that is stored and processed using text based mdakguages. Therefore, we have further
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investigated and proposed HCoM, a hybrid model Hadisfy both the need of semantic

processing and ease of dynamic context data traosac

HCoM is our innovative context management model dggregating and presenting
context data from the EHRAM context representatioodel. It is an upgrade to GCoM.
HCoM, like GCoM, is generic. HCoM is hybrid becaitseses ontology for management of
context semantics and database principles for nemegt of context data. In HCoM, we
use a hybrid approach where ontology schema, comtata and rules are stored and
processed separately before they are combined r@seéried for reasoning purpose. Only
relevant data is selected and loaded from the R@&pBsitory into the context-ontology
schema. We have shown the theoretical aspectwfthe selection/pruning algorithm is

important to determine the quality and response tifithe reasoning process.

We have also presented CoCA, a data independeteéxteaware service middleware
that is based on the EHRAM and the HCoM models. £&Ca collaborative platform that
supports multiple-domains of applications for thevelopment of context-aware
applications in a pervasive environment. It hasrtfuglule called RAID action engine that
performs reasoning, interpretation, aggregationaeuisions. CoCA has interfacing feature
with neighboring peers to communicate and intergeacontext information on the fly. It
uses Jxta protocol based peer-to-peer collabor&i@msure neighborhood communication

between the pervasive devices of any capacity.

A demonstration version of CoCA is implemented base the EHRAM and HCoM
models. Validation of the models and the platfosnmiade using a demonstration example
on the smart campus scenario, PICASO. We have talted CoCA with data from a
hospital scenario on patient monitoring and follapr service, and data from application
adaptation on various device-properties like scraier, memory size, display capability,

processor speed, and connection speed.

Results from our experiment show that EHRAM/HCoM dmb are scalable and
extensible context management models, and CoCA gereric, collaborative and data

independent middleware.
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7.3 Future works

In recent years, there has been considerable obsedo the development of pervasive
context-aware applications. The trend shows thatest-awareness is becoming natural
part of the future of computing. With an increasthigersity of computer systems integrated
in our surroundings and increasing mobility of baers and hardware this will be one of
the main computing challenges in the years to cofe followings are some of the

envisaged future works that can be consideredcastamuation to this work.

Handling uncertaintyHuman reasoning power is based on plenty of uaiceigs in the
environment. In most cases, sensor error (inheyemtularity and/or false readings), out of
date data and poor predictions will give rise tmeauncertainty about sensed context. We
need some means of handling this uncertainty pnoldefore using the context data. A
work on enhancing EHRAM and HCoM model and incogperuncertainty factor to
improve the quality of reasoning and decision supoan open research area. The use of
metadata component of the EHRAM model can be dirgjapoint towards achieving a

more robust probabilistic context management model.

Security and privacyRelationship between context data and securibydisectional. On
one hand, context data by itself needs securitysarea from capturing up to utilization. On
the other hand, context data can be used to prosedeired computing environment.
According to [Hong04], due to the inherent needafaboration, pervasive context-aware
systems face security challenges in the form ofaoy, integrity and trust. Privacy of
context information focuses on protecting contesiources from unauthorized entities. For
example, a user should be able to protect persofamation such as his/her health status,
or medical history. Integrity of context informatiocfocuses on guaranteeing that the
provided context information has not been corrupiitea third party. Trust is a respect for

common security policy and goal.

There are very recent works that deal with limigegects of this problem [Saad07] and
[BounaO7]. Saad et al deals with trust based atittegion and access control. The principle
that, “friends of my friends are also my friend#iput of context data and its role is very
limited. In Bouma et al, the authors have creatguoraprietary context model based on
limited number of tuples suited for multimedia a®xttrepresentation called MCC (Multi
media Context Condition). They have investigatedagety issues related to multimedia

based context data.
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However, we need to have generic services that l@asdcurity problems in a
heterogeneous pervasive environment without aicéetr of the type of data or domain of
application. Incorporating such security managencentponent into the CoCA platform is

another open problem area considered as a continwatthis work.

Other remaining challenges include the developnmanmore intelligent proactive
services that can be achieved by enhancing théoptfatthrough rule-mining using data
from knowledge repository of the decision enginée Tule-mining module needs to be
enhanced in line with the state of the art datamgrools in order to provide a new set of
useful rules that are then converted to knowledgedécision and action. Therefore, the
guestion of rule-mining in a pervasive context-avaomputing environment is one of the
central challenges in order to provide autonomimaptive and intelligent decision and

action trigger supports and services to the user.

The collaborative aspect of CoCA platform naturakposes the system to faulty and
malicious peers. One research area is therefoliacwrporate fault tolerating and self-
healing mechanisms. The work may involve identifara of malicious peers and tagging
them for consideration in their future participatigreparation of multiple alternatives so

that failure of one particular communication wititrblock the system from functioning, etc.






ACAI
AP
CAMiIdO
CC/PP

CCML
CDF
CFNs
CMF

CoBrA
CoCA
Confab

CONON

CSCP
EHRAM

GAS

GCoM
HCoM
HTML

Jena

JXTA

GLOSSARY OFACRONYMS

Agent-based Context-aware Infrastructure
WiFi Access Point (WiFi hot spot)
Context-Aware Middleware Based on OntologgtstModel

Composite Capabilities/Preference Profile
Description of device capabilities and user preferes.

Centaurus Capability Markup Language
Context Description Framework
Context Fusion Networks

Context Mediated Framework:
Application. programming interface for managing text information.

Context Broker Architecture
Collaborative Context-Aware service platform

Context Fabric
Architecture for privacy-sensitive systems.

CONtext Ontology :

OWL based context Ontology for reasoning and reprtedion of contexts
in pervasive environments.

Comprehensive Structured Context Profiles

Entity, Hierarchy, Relation, Axiom and Metdda based context
representation model

Gadget-ware Architectural Style ontology

Ontology based Generic Context Management mode
Hybrid Context Management model

Hyper Text Mark-up Language

Java API based framework for building Semaikieb applications
It allows users to read, write, and manipulate RBFand OWL models.

Set of open, generalized peer-to-peer proscol

It allows any connected device (cell phone to PB&,to server) on the
network to communicate and collaborate. JXTA prol®standardize the
manner in which peers self-organize into peer gsjugiscover each
other, advertise network services, communicate \e#lkch other, and
monitor each other.
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MobiLife A Project that aims at developing and daling a new generation of
mobile applications and services for everyday users
The project emphasizes development of multi-matalfaces, context
awareness functionalities with privacy and truspport for the emerging
3G/WLan landscape and beyond.

MySQL Multithreaded, Multi-user SQL database mamaget system

OWL Web Ontology Language

PACE Pervasive Autonomic Context-aware Environmenbgect

PDA Personal Data Assistant

PerSE Pervasive Service Environment
A middleware that supports the interaction of inelegent and
collaborating services to perform an intended attio

PIiCASO Pervasive Campus-Aware Smart Onlooker
A use case scenario implemented to demonstraledfbA platform.

PMML Predictive Model Mark-up Language

Protégé An ontology editor that provides tools tmstruct domain models and
knowledge-based applications with ontology
It has a graphical user interface, with separatédbgafor displaying
ontology classes, properties and instances. Classek properties are
organized in to tree structures.

RCDB Relational Context Database

RCSM Reconfigurable Context-Sensitive Middleware

RDF Resource Description Framework

RDFS Schema for RDF

SGML Standard Generalized Markup Language

SOCAM Service-oriented Context-Aware Middleware

SOUPA Standard Ontology for Ubiquitous and Penagipplications

SPARQL A query language and data access protoctthéoSemantic Web
It is defined in terms of the W3C's RDF data mauhel will work for any
data source that can be mapped into RDF.

W3C World Wide Web Consortium
Develops interoperable technologies (specificatiangdelines, software,
and tools) to lead the Web to its full potential. i$ a forum for
information, commerce, communication, and collectimderstanding.

XML eXtensible Markup Language
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|. OWL vocabularies for semantic reasoning

OWL features related to RDF schema

Class: A class defines a group of individuals tha@long together because they share
some properties. For example, Deborah and Frankalemembers of the class Person.
Classes can be organized in a specialization leigyarsing subClassOf. There is a built-

in most general class named Thing that is the d&adl individuals and is a super class

of all OWL classes. There is also a built-in mgedfic class named Nothing that is the

class that has no instances and a subclass of\dll €asses.

rdfs:subClassOf: Class hierarchies may be creayechdking one or more statements
that a class is a subclass of another class. Fongbe, the class Person could be stated
to be a subclass of the class Mammal. From thisasaner can deduce that if an
individual is a Person, then it is also a Mammal.

rdf:Property: Properties can be used to stateioelstiips between individuals or from
individuals to data values. Examples of propertieslude hasChild, hasRelative,
hasSibling, and hasAge. The first three can be tseglate an instance of a class Person
to another instance of the class Person (and aseditcurrences of ObjectProperty), and
the last (hasAge) can be used to relate an instinttee class Person to an instance of
the datatype Integer (and is thus an occurrence DafatypeProperty). Both
owl:ObjectProperty and owl:DatatypeProperty are ctagses of the RDF class
rdf:Property.

rdfs:subPropertyOf: Property hierarchies may beateie by making one or more
statements that a property is a subproperty ofoomaore other properties. For example,
hasSibling may be stated to be a subproperty dRélasive. From this a reasoner can
deduce that if an individual is related to anothgrthe hasSibling property, then it is
also related to the other by the hasRelative ptgper

rdfs:domain: A domain of a property limits the imdiuals to which the property can be
applied. If a property relates an individual to @@ individual, and the property has a
class as one of its domains, then the individuastnbelong to the class. For example,
the property hasChild may be stated to have theadoraf Mammal. From this a
reasoner can deduce that if Frank hasChild Anrex frank must be a Mammal. Note
that rdfs:domain is called a global restrictioncsinthe restriction is stated on the
property and not just on the property when it soagted with a particular class. See the
discussion below on property restrictions for mafermation.

rdfs:range: The range of a property limits the wdlials that the property may have as
its value. If a property relates an individual tether individual, and the property has a
class as its range, then the other individual rba&ing to the range class. For example,
the property hasChild may be stated to have thgerah Mammal. From this a reasoner
can deduce that if Louise is related to DeboralthieyhasChild property, (i.e., Deborah
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is the child of Louise), then Deborah is a Mamnange is also a global restriction as
is domain above. Again, see the discussion below lacal restrictions (e.g.
AllvValuesFrom) for more information.

Individual : Individuals are instances of classey] properties may be used to relate one
individual to another. For example, an individualmed Deborah may be described as
an instance of the class Person and the propestgrhployer may be used to relate the
individual Deborah to the individual StanfordUnisiy.

OWL equality and inequality

equivalentClass : Two classes may be stated tqqbeadent. Equivalent classes have
the same instances. Equality can be used to csyatmmymous classes. For example,
Car can be stated to be equivalentClass to Autdendbiom this a reasoner can deduce
that any individual that is an instance of Carlsoan instance of Automobile and vice
versa.

equivalentProperty: Two properties may be statedb& equivalent. Equivalent
properties relate one individual to the same sebtbér individuals. Equality may be
used to create synonymous properties. For exarhpit,eader may be stated to be the
equivalentProperty to hasHead. From this a reastarededuce that if X is related to Y
by the property hasLeader, X is also related toyyth®e property hasHead and vice
versa. A reasoner can also deduce that hasLeadersisoproperty of hasHead and
hasHead is a subProperty of hasLeader.

sameAs: Two individuals may be stated to be thees@an be used to create a number
of different names that refer to the same individdar example, the individual Deborah
may be stated to be the same individual as Debocghlihness.

differentFrom: An individual may be stated to b&etient from other individuals. For
example, the individual Frank may be stated to béerdnt from the individuals
Deborah and Jim. Thus, if the individuals Frank d&weborah are both values for a
property that is stated to be functional (thus pheperty has at most one value), then
there is a contradiction. Explicitly stating thatlividuals are different can be important
in when using languages such as OWL (and RDF)dbatot assume that individuals
have one and only one name. For example, with miitiadal information, a reasoner
will not deduce that Frank and Deborah refer taims individuals.

AlIDifferent: A number of individuals may be stated be mutually distinct in one

AlIDifferent statement. For example, Frank, Debgrahd Jim could be stated to be
mutually distinct using the AlIDifferent construdiinlike the differentFrom statement
above, this would also enforce that Jim and Debarahdistinct (not just that Frank is
distinct from Deborah and Frank is distinct froom)li The AlIDifferent construct is

particularly useful when there are sets of distiobjects and when modelers are
interested in enforcing the unique names assumptitiin those sets of objects. It is
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used in conjunction with distinctMembers to stdtattall members of a list are distinct
and pairwise disjoint.

OWL properties

inverseOf: One property may be stated to be therses of another property. If the
property P1 is stated to be the inverse of thegntg2, then if X is related to Y by the
P2 property, then Y is related to X by the P1 propd-or example, if hasChild is the
inverse of hasParent and Deborah hasParent Lahise,a reasoner can deduce that
Louise hasChild Deborah.

TransitiveProperty: If a property is transitiveethif the pair (x,y) is an instance of the

transitive property P, and the pair (y,z) is artanse of P, then the pair (x,z) is also an
instance of P. For example, if ancestor is staddukttransitive, and if Sara is an ancestor
of Louise (i.e., (Sara,Louise) is an instance @f pinoperty ancestor) and Louise is an
ancestor of Deborah (i.e., (Louise,Deborah) isnatance of the property ancestor), then
a reasoner can deduce that Sara is an ancestoebur@h (i.e., (Sara,Deborah) is an

instance of the property ancestor).

SymmetricProperty: Properties may be stated to ymaneetric. If a property is
symmetric, then if the pair (X,y) is an instancehad symmetric property P, then the pair
(y,X) is also an instance of P. For example, friengly be stated to be a symmetric
property. Then a reasoner that is given that Framrkfriend of Deborah can deduce that
Deborah is a friend of Frank.

FunctionalProperty : Properties may be stated @ lzaunique value. If a property is a
FunctionalProperty, then it has no more than oreevior each individual (it may have
no values for an individual). This characteristastbeen referred to as having a unique
property. FunctionalProperty is shorthand for statithat the property’'s minimum
cardinality is zero and its maximum cardinalitylisFor example, hasPrimaryEmployer
may be stated to be a FunctionalProperty. From dahisasoner may deduce that no
individual may have more than one primary employidns does not imply that every
Person must have at least one primary employer Yewe

InverseFunctionalProperty: Properties may be statede inverse functional. If a
property is inverse functional then the inverseth@d property is functional. Thus the
inverse of the property has at most one value dehendividual. This characteristic has
also been referred to as an unambiguous propertyor Fexample,
hasUSSocialSecurityNumber (a unique identifier brited States residents) may be
stated to be inverse functional (or unambiguousk inverse of this property (which
may be referred to as isTheSocialSecurityNumberRag) at most one value for any
individual in the class of social security numbéreBus any one person's social security
number is the only value for their isTheSocialS#gNiumberFor property. From this a
reasoner can deduce that no two different indiMidonatances of Person have the
identical US Social Security Number. Also, a reasaran deduce that if two instances
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of Person have the same social security numben, th@se two instances refer to the
same individual.

OWL restrictions

« owl:Restriction: OWL allows restrictions to be pdgicon how properties can be used by
instances of a class. These type are used withindhtext of an owl:Restriction.

» owl:onProperty: The element indicates the reswligioperty. The following restrictions
limit which values can be used while the cardiyaléstrictions limit how many values
can be used.

« allvaluesFrom: The restriction allValuesFrom istaethon a property with respect to a
class. It means that this property on this pardicalass has a local range restriction
associated with it. Thus if an instance of the<lasrelated by the property to a second
individual, then the second individual can be irddrto be an instance of the local range
restriction class. For example, the class Personhmse a property called hasDaughter
restricted to have allValuesFrom the class Womadns Teans that if an individual
person Louise is related by the property hasDaugbtéhe individual Deborah, then
from this a reasoner can deduce that Deborah iastance of the class Woman. This
restriction allows the property hasDaughter to beduwith other classes, such as the
class Cat, and have an appropriate value restricgsociated with the use of the
property on that class. In this case, hasDaughtetdvhave the local range restriction of
Cat when associated with the class Cat and would tiee local range restriction Person
when associated with the class Person. Note thraasoner can not deduce from an
allValuesFrom restriction alone that there actuellgit least one value for the property.

» someValuesFrom: The restriction someValuesFrontaied on a property with respect
to a class. A particular class may have a resinotin a property that at least one value
for that property is of a certain type. For example class SemanticWebPaper may
have a someValuesFrom restriction on the hasKeywoogerty that states that some
value for the hasKeyword property should be an amst of the class
SemanticWebTopic. This allows for the option of ingvmultiple keywords and as long
as one or more is an instance of the class Seréali€opic, then the paper would be
consistent with the someValuesFrom restriction. ikénl allValuesFrom,
someValuesFrom does not restrict all the valuethefproperty to be instances of the
same class. If myPaper is an instance of the SeWéabPaper class, then myPaper is
related by the hasKeyword property to at least ios&ance of the SemanticWebTopic
class. Note that a reasoner can not deduce (asild evith allValuesFrom restrictions)
that allvalues of hasKeyword are instances of the Sem&fetid opic class

OWL cardinalities

* minCardinality: Cardinality is stated on a propestigh respect to a particular class. If a
minCardinality of 1 is stated on a property witlspect to a class, then any instance of
that class will be related to at least one indigidioly that property. This restriction is
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another way of saying that the property is requiceldave a value for all instances of the
class. For example, the class Person would not hawe minimum cardinality
restrictions stated on a hasOffspring propertyesinet all persons have offspring. The
class Parent however would have a minimum cardynalf 1 on the hasOffspring
property. If a reasoner knows that Louise is adterthen nothing can be deduced about
a minimum cardinality for her hasOffspring proper®nce it is discovered that Louise
is an instance of Parent, then a reasoner can dedatLouise is related to at least one
individual by the hasOffspring property. From tmfrmation alone, a reasoner can not
deduce any maximum number of offspring for indixatiunstances of the class parent.

* maxCardinality: Cardinality is stated on a propewvith respect to a particular class. If a
maxCardinality of 1 is stated on a property witBpect to a class, then any instance of
that class will be related to at most one individwathat property. A maxCardinality 1
restriction is sometimes called a functional orque property. For example, the
property hasRegisteredVotingState on the class ed8itatesCitizens may have a
maximum cardinality of one (because people are alibyved to vote in only one state).
From this a reasoner can deduce that individuahmtes of the class USCitizens may
not be related to two or more distinct individuddsough the hasRegisteredVotingState
property. From a maximum cardinality one restrictadone, a reasoner can not deduce a
minimum cardinality of 1. It may be useful to stétat certain classes have no values
for a particular property. For example, instancéshe class UnmarriedPerson should
not be related to any individuals by the propedg®pouse. This situation is represented
by a maximum cardinality of zero on the hasSpousepgrty on the class
UnmarriedPerson.

e cardinality: Cardinality is provided as a convemerwhen it is useful to state that a
property on a class has both minCardinality 0 andx@ardinality O or both
minCardinality 1 and maxCardinality 1. For examplee class Person has exactly one
value for the property hasBirthMother. From thiseasoner can deduce that no two
distinct individual instances of the class Mothesynibe values for the hasBirthMother
property of the same person.

Other OWL vocabularies

e 0neOf: (enumerated classes): Classes can be de$tybenumeration of the individuals
that make up the class. The members of the clas®xactly the set of enumerated
individuals; no more, no less. For example, thesclaf daysOfTheWeek can be
described by simply enumerating the individuals d&&yy Monday, Tuesday,
Wednesday, Thursday, Friday, and Saturday. From @hreasoner can deduce the
maximum cardinality (7) of any property that hagsafTheWeek as its allValuesFrom
restriction.

* hasValue: (property values): A property can be ireguto have a certain individual as a
value (also sometimes referred to as property gqll®r example, instances of the class
of dutchCitizens can be characterized as thosel@dbpat have theNetherlands as a
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value of their nationality. (The nationality valubeNetherlands, is an instance of the
class of Nationalities).

disjointWith: Classes may be stated to be disjiioitn each other. For example, Man
and Woman can be stated to be disjoint classesn fints disjointWith statement, a

reasoner can deduce an inconsistency when an diodivis stated to be an instance of
both and similarly a reasoner can deduce thatiff & instance of Man, then A is not an
instance of Woman.

unionOf, complementOf, intersectionOf (Boolean cambons): OWL allows arbitrary
Boolean combinations of classes and restrictionsion©f, complementOf, and
intersectionOf. For example, using unionOf, we state that a class contains things that
are either USCitizens or DutchCitizens. Using cam@ntOf, we could state that
children are not SeniorCitizens. (i.e. the clasgdtén is a subclass of the complement
of SeniorCitizens). Citizenship of the Europeandincould be described as the union of
the citizenship of all member states.

minCardinality, maxCardinality, cardinality (fullacdinality): OWL allows cardinality
statements for arbitrary non-negative integers. é&@mple the class of DINKs ("Dual
Income, No Kids") would restrict the cardinality ¢fie property hasincome to a
minimum cardinality of two (while the property hdsfd would have to be restricted to
cardinality 0).



II.  Major CoCA implementation classes

Source URL:  http://liris.cnrs.fr/~edejene/CoCASys/index.html

/I Interface and data/event listeners
Class coca.hcom.CoCAframe
Methods
public javax.swing.Box collabBox()
public javax.swing.Box ontologyBox()
public javax.swing.Box contextBox()
public javax.swing.Box actionBox()
public javax.swing.Box consoleBox()
public java.lang.String trimResult(java.lang.String longResult)
public static void toConsole(java.lang.String stt)

//Nested classes for action listening/trigger
class CoCAframe.DatalListener

class CoCAframe.ShoweFilteredListener
class CoCAframe.TakeActionListener
class CoCAframe.ValidityListener

class CoCAframe.WinCleanListener

class CoCAframe.WinCleanListener2
class CoCAframe.WinCleanListener3

/ICreate and initialize memory based reasoning mode Is
Class coca.hcom.CoCAModelFactory
Methods

public InfModel getinitialModel()

public InfModel getCompleteModel()

//Query, aggregation and decision
Class coca.hcom.CoCAquery
Methods
public java.lang.String[]
public getFilteredTriples(java.lang.String subject,
java.lang.String relation,java.lang.String value)
public java.lang.String[] getAllinstances()
public java.lang.String[] getAllRelations()
public java.lang.String[] getActionsToGo()
public java.lang.String trimResult(java.lang.String longResult)

I/l Context and ontology merging

Class coca.hcom.CoCArcdb

Methods
public void initialContextToCDB()
public void staticContextToRDF()

/I Context filtering storage
Class coca.hcom.CoCAstore
Methods
public void post(java.lang.String[] textString, int size)
public void postStaticContext(java.lang.String]]
textString,int size)
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//CaCA congigure and initialize
Class coca.hcom.CoCAsystem
Methods
public static void main(java.lang.String[] args)

/I Context capturing, filter, ...
Class coca.hcom.ContextHandler

Methods
public static boolean validContext(java.lang.Strin g subject,
java.lang.String relation,
java.lang.String value)

public void addContextToModel(java.lang.String Sub ,
java.lang.String Rel,
java.lang.String Val)
/l Connect, get and or receive data
class cova.hcom.CoCAcollaboration
Methods
public void startJxta()
public void run()//wait for msgs
public void sendAndReceiveData(JxtaSocket socket)
public java.lang.String getContext(java.lang.String msg)
public java.lang.String getSource(java.lang.String msQ)
protected static java.io.InputStream
getResourcelnputStream(java.lang.String resource)

protected static boolean configured(java.io.File ho me)
protected static void createConfig(java.io.File hom e,
java.lang.String name,

boolean server)
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lll.  PICASO demonstration sample ontology

Ontology Source URLhttp://liris.cnrs.fr/~edejene/PiCASO/index.html

Sample protégé screenshot showing PICASO ontologefthitions
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An excerpt of PICASO OWL ontology from Protégé

<?xml version="1.0"?>
<rdf:RDF
xmIns="http://www.cocasp.fr/forumf.owl#"

xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syn
xmins:xsd="http://www.w3.0rg/2001/XMLSchema#"
xmins:rdfs="http://www.w3.0rg/2000/01/rdf-schem

xmins:owl="http://www.w3.0rg/2002/07/owl#"

xmins:assert="http://www.owl-ontologies.com/ass

xml:base="http://www.cocasp.fr/forumf.owl">
<owl:Ontology rdf:about=""/>
<owl:Class rdf:ID="VideoService">
<rdfs:subClassOf>
<owl:Class rdf:ID="Service"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Office">
<rdfs:subClassOf>
<owl:Class rdf:ID="Location"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="#Service">
<rdfs:subClassOf>
<owl:Class rdf:ID="Context"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Professor">
<rdfs:subClassOf>
<owl:Class rdf:ID="Person"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="DiaryService">
<rdfs:subClassOf rdf:resource="#Service"/>
</owl:Class>
<owl:Class rdf:ID="Meeting">
<rdfs:subClassOf rdf:resource="#Activity"/>
</owl:Class>
<owl:Class rdf:ID="Research">
<rdfs:subClassOf rdf:resource="#Activity"/>
</owl:Class>
<owl:Class rdf:ID="VoiceService">
<rdfs:subClassOf rdf:resource="#Service"/>
</owl:Class>
<owl:Class rdf:ID="Corridor">
<rdfs:subClassOf rdf:resource="#Location"/>
</owl:Class>
<owl:Class rdf:about="#Device">
<rdfs:subClassOf rdf:resource="#Context"/>
</owl:Class>
<owl:Class rdf:ID="PC">
<rdfs:subClassOf rdf:resource="#Device"/>
</owl:Class>
<owl:Class rdf:ID="BreakRoom">
<rdfs:subClassOf rdf:resource="#Location"/>
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</owl:Class>
<owl:Class rdf:ID="ImageService">
<rdfs:subClassOf rdf:resource="#Service"/>
</owl:Class>
<owl:Class rdf:about="#NetWork">
<rdfs:subClassOf rdf:resource="#Context"/>
</owl:Class>
<owl:Class rdf:ID="ClassRoom">
<rdfs:subClassOf rdf:resource="#Location"/>
</owl:Class>
<owl:Class rdf:ID="LAN">
<rdfs:subClassOf rdf:resource="#NetWork"/>
</owl:Class>
<owl:Class rdf:ID="OtherWorks">
<rdfs:subClassOf rdf:resource="#Activity"/>
</owl:Class>
<owl:Class rdf:ID="TeaBreak">
<rdfs:subClassOf rdf:resource="#Activity"/>
</owl:Class>
<owl:ObjectProperty rdf:ID="tobeSetOn">
<owl:inverseOf>
<owl:ObjectProperty rdf:ID="setNotificationMo
</owl:inverseOf>
<rdfs:domain rdf:resource="#Service"/>
<rdfs:range rdf:resource="#Device"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="#setNotificationMo
<owl:inverseOf rdf:resource="#tobeSetOn"/>
<rdfs:domain rdf:resource="#Device"/>
<rdfs:range rdf:resource="#Service"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="canBeUsedOn">
<rdfs:domain rdf.resource="#Service"/>
<rdfs:range rdf:resource="#Device"/>
<owl:inverseOf>
<owl:ObjectProperty rdf:ID="capableToProvide"
</owl:inverseOf>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="attendClass">
<rdfs:range rdf:resource="#Class"/>
<rdfs:domain rdf:resource="#Student"/>
<owl:inverseOf>
<owl:ObjectProperty rdf:ID="attendedBy"/>
</owl:inverseOf>
</owl:ObjectProperty>
<owl:TransitiveProperty rdf:ID="partOf">
<owl:inverseOf>
<owl:TransitiveProperty rdf:ID="hasPart"/>
</owl:inverseOf>
<rdfs:range rdf:resource="#Location"/>
<rdf:type

rdf:resource="http://www.w3.0rg/2002/07/owl#ObjectP

<rdfs:domain rdf:resource="#Location"/>
</owl: TransitiveProperty>
<owl: TransitiveProperty rdf:about="#hasPart">
<rdfs:domain rdf:resource="#Location"/>

de"/>

de">

/>

roperty"/>
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<owl:inverseOf rdf:resource="#partOf"/>
<rdfs:range rdf:resource="#Location"/>
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#ObjectP
</owl:TransitiveProperty>
<owl:TransitiveProperty rdf:ID="locatedWith">
<rdfs:domain rdf:resource="#Person"/>
<owl:inverseOf rdf:resource="#locatedWith"/>
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#Symmetr
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#ObjectP
<rdfs:range rdf:resource="#Person"/>
</owl: TransitiveProperty>
<owl:SymmetricProperty rdf:ID="locatedNear">
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#ObjectP
<rdfs:range rdf:resource="#Person"/>
<rdfs:domain rdf:resource="#Device"/>
<owl:inverseOf rdf:resource="#locatedNear"/>
</owl:SymmetricProperty>
<owl:FunctionalProperty rdf:ID="engagedIn">
<rdfs:range rdf:resource="#Activity"/>
<rdfs:domain rdf:resource="#Person"/>
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#ObjectP
</owl:FunctionalProperty>
<owl:FunctionalProperty rdf:ID="scheduledIn">
<rdfs:domain rdf:resource="#Activity"/>
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#ObjectP
<rdfs:range rdf:resource="#Location"/>
</owl:FunctionalProperty>
<owl:FunctionalProperty rdf:ID="hasPreferenceFor"
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#ObjectP
<rdfs:domain rdf:resource="#Person"/>
<rdfs:range rdf:resource="#MessageService"/>
</owl:FunctionalProperty>
<owl:FunctionalProperty rdf:ID="hasScheduleType">
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#Datatyp
<rdfs:domain rdf:resource="#Activity"/>
<rdfs:range>
<owl:DataRange>
<owl:oneOf rdf:parseType="Resource">
<rdf:first
rdf:datatype="http://www.w3.0rg/2001/XMLSchema#stri
>strict</rdf:first>
<rdf:rest rdf:parseType="Resource">
<rdf:first
rdf:datatype="http://www.w3.0rg/2001/XMLSchema#stri
>relaxed</rdf:first>
<rdf:rest rdf:resource="http://www.w3.0
syntax-ns#nil'/>
</rdf:rest>

roperty"/>

icProperty"/>

roperty"/>

roperty"/>

roperty"/>

roperty"/>

>

roperty"/>

eProperty"/>

ng

ng
rg/1999/02/22-rdf-
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</owl:oneOf>
</owl:DataRange>
</rdfs:range>
</owl:FunctionalProperty>
<owl:InverseFunctionalProperty rdf:about="#holds"
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#ObjectP
<owl:inverseOf rdf:resource="#locatedIn"/>
<rdfs:range rdf:resource="#Person"/>
<rdfs:domain rdf:resource="#Location"/>
</owl:InverseFunctionalProperty>
<owl:InverseFunctionalProperty rdf:about="#office
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#ObjectP
<owl:inverseOf rdf:resource="#hasOffice"/>
<rdfs:domain rdf:resource="#Office"/>
<rdfs:range rdf:resource="#Person"/>
</owl:InverseFunctionalProperty>
<owl:InverseFunctionalProperty rdf:about="#contai
<owl:inverseOf rdf:resource="#containedIn"/>
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#ObjectP
<rdfs:range rdf:resource="#Device"/>
<rdfs:domain rdf:resource="#Location"/>
</owl:InverseFunctionalProperty>
<owl:InverseFunctionalProperty rdf:about="#ownerO
<rdfs:domain rdf:resource="#Person"/>
<rdfs:range rdf:resource="#Device"/>
<owl:inverseOf rdf:resource="#ownedBy"/>
<rdf:type
rdf:resource="http://www.w3.0rg/2002/07/owl#ObjectP
</owl:InverseFunctionalProperty>
<owl:DataRange>
<owl:oneOf rdf:parseType="Resource">
<rdf:first
rdf:datatype="http://www.w3.0rg/2001/XMLSchema#stri
>immobile</rdf:first>
<rdf:rest rdf:parseType="Resource">
<rdf:rest rdf:resource="http://www.w3.org/1
syntax-ns#nil'/>
<rdf:first
rdf:datatype="http://www.w3.0rg/2001/XMLSchema#stri
>mobile</rdf:first>
</rdf:rest>
</owl:oneOf>
</owl:DataRange>
</rdf:RDF>

<l-- Created with Protege (with OWL Plugin 3.2, Bui
http://protege.stanford.edu -->

>

roperty"/>

of'">

roperty"/>
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roperty"/>
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Id 355)
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V. PICASO demonstration sample context data

<?xml version="1.0"?>

<rdf:RDF

xmins="http://www.cocasp.fr/forumf.owl#"
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-
xmins:xsd="http://www.w3.0rg/2001/XMLSchema#"
xmins:rdfs="http://www.w3.0rg/2000/01/rdf-schema#"
xmins:owl="http://www.w3.0rg/2002/07/owl#"
xmins:assert="http://www.owl-ontologies.com/assert.
xml:base="http://www.cocasp.fr/forumf.owl">

<TeaBreak rdf:ID="AfternoonTea">
<hasScheduleType rdf:resource="#relaxed"/>
<scheduledIn rdf:resource="#Room306"/>
</TeaBreak>
<Student rdf:ID="Alice">
<attendClass rdf:resource="#Class_5"/>
<attendClass rdf:resource="#Class_ContextManag
<hasOffice rdf.resource="#OfficeWithAlice"/>
<ownerOf rdf:resource="#PCAlice"/>
<ownerOf rdf:resource="#PDAAlice"/>
<studentOf rdf:resource="#Dave"/>
</Student>
<ClassRoom rdf:ID="AmphiRoom1">
<reservedFor rdf:resource="#Class_ContextManag
</ClassRoom>
<Student rdf:ID="Bob">
<attendClass rdf:resource="#Class_ContextManag
<attendClass rdf:resource="#Class_SemanticWeb"
<hasOffice rdf:resource="#OfficeWithBob"/>
<ownerOf rdf:resource="#PCBob"/>
<ownerOf rdf.resource="#PDABob"/>
<studentOf rdf:resource="#Eve"/>
<studentOf rdf:resource="#Professor_11"/>
</Student>
<Meeting rdf:ID="BrainStormingl">
<hasScheduleType rdf:resource="#relaxed"/>
<scheduledIn rdf:resource="#MeetingRoom_1"/>
</Meeting>
<Research rdf:ID="Browsing">
<hasEndTime rdf:resource="#2007-06-02T00:00:00
<hasScheduleType rdf:resource="#relaxed"/>
</Research>
<Student rdf:ID="Carol">
<attendClass rdf:resource="#Class_SemanticWeb"
<hasOffice rdf.resource="#OfficeWithCarol"/>
<ownerOf rdf.resource="#PCCarol"/>
<ownerOf rdf.resource="#PDACarol"/>
<studentOf rdf:resource="#Eve"/>
</Student>
<Library rdf:ID="CatalogueRoom">
<partOf rdf:resource="#DO0OCINSA"/>
</Library>

ns#"

owl#"

ement'/>

ement"'/>

ement"'/>
/>

||/>

/>
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<ClassRoom rdf:ID="ClassRoom_1">
<reservedFor rdf:resource="#Class_1"/>

</ClassRoom>

<ClassRoom rdf:ID="ClassRoom_2">
<reservedFor rdf:resource="#Class_2"/>

</ClassRoom>

<Class rdf:ID="Class_ContextManagement">
<attendedBy rdf:resource="#Alice"/>
<attendedBy rdf:resource="#Bob"/>
<attendedBy rdf:resource="#Student_22"/>
<hasScheduleType rdf:resource="#strict"/>
<offeredBy rdf:resource="#Dave"/>
<scheduledIn rdf:resource="#AmphiRoom1"/>

</Class>

<Class rdf:ID="Class_SemanticWeb">
<attendedBy rdf:resource="#Bob"/>
<attendedBy rdf:resource="#Carol"/>
<attendedBy rdf:resource="#Student_21"/>
<hasScheduleType rdf:resource="#strict"/>
<offeredBy rdf:resource="#Eve"/>

</Class>

<MessageService rdf:ID="ColleagueForTea">
<canBeUsedOn rdf:resource="#PCAlice"/>
<canBeUsedOn rdf:resource="#PCBob"/>
<canBeUsedOn rdf:resource="#PCCarol"/>
<canBeUsedOn rdf:resource="#PCDave"/>
<canBeUsedOn rdf:resource="#PCEve"/>
<canBeUsedOn rdf:resource="#PDA 42"/>
<canBeUsedOn rdf:resource="#PDA 43"/>
<canBeUsedOn rdf:resource="#PDA_44"/>
<canBeUsedOn rdf:resource="#PDA_45"/>
<comment rdf:resource="#Your colleague invites
<hasContent rdf:resource="#Your colleague invi

teal"/>

</MessageService>

<MessageService rdf:ID="ColleagueHere">
<canBeUsedOn rdf:resource="#PCAlice"/>
<canBeUsedOn rdf:resource="#PCBob"/>
<canBeUsedOn rdf:resource="#PCCarol"/>
<canBeUsedOn rdf:resource="#PCDave"/>
<canBeUsedOn rdf:resource="#PCEve"/>
<canBeUsedOn rdf:resource="#PDAEve"/>
<canBeUsedOn rdf:resource="#PDA_31"/>
<canBeUsedOn rdf:resource="#PDA_32"/>
<canBeUsedOn rdf:resource="#PDA_41"/>
<canBeUsedOn rdf:resource="#PDA_42"/>
<canBeUsedOn rdf:resource="#PDA_43"/>
<canBeUsedOn rdf:resource="#PDA _44"/>
<canBeUsedOn rdf:resource="#PDA_45"/>
<comment rdf:resource="#Your Colleague is here
<hasContent rdf:resource="#Your Colleague is h

</MessageService>

<Library rdf:ID="Corridor_Library">
<partOf rdf:resource="#DoCINSA"/>

you for tea!"/>
tes you for

I"/>
erel"/>
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</Library>

<PC rdf:ID="PCAlice">
<capableToProvide rdf:resource="#ColleagueForT ea"/>
<capableToProvide rdf:resource="#ColleagueHere ">
<capableToProvide rdf:resource="#Dairy1"/>
<capableToProvide rdf:resource="#ProfessorForT ea"/>
<capableToProvide rdf:resource="#ProfessorHere ">

<capableToProvide rdf:resource="#RingTone"/>
<capableToProvide rdf:resource="#SilentMode"/>
<capableToProvide rdf:resource="#StudentForTea ">
<capableToProvide rdf:resource="#StudentHere"/ >
<connectedTo rdf:resource="#PC2PC"/>
<connectedTo rdf:resource="#PDA2PC"/>
<connectedTo rdf:resource="#Wired"/>
<connectedTo rdf:resource="#Wireless"/>
<containedIn rdf:resource="#OfficeWithAlice"/>
<hasProcessorSpeed rdf:resource="#High"/>
<hasScreenSize rdf:resource="#Large"/>
<hasStorageCapacity rdf:resource="#Large"/>
<ownedBy rdf:resource="#Alice"/>

</PC>

<MessageService rdf:ID="ProfessorForTea">
<canBeUsedOn rdf:resource="#PCAlice"/>
<canBeUsedOn rdf:resource="#PCBob"/>
<canBeUsedOn rdf:resource="#PCCarol"/>
<canBeUsedOn rdf:resource="#PDA 43"/>
<canBeUsedOn rdf:resource="#PDA _44"/>
<canBeUsedOn rdf:resource="#PDA_45"/>

<comment rdf:resource="#Your professor invite s you for tea!"/>
<hasContent rdf:resource="#Your professor inv ites you for
teal"/>
</MessageService>

<MessageService rdf:ID="ProfessorHere">
<canBeUsedOn rdf:resource="#PCAlice"/>
<canBeUsedOn rdf:resource="#PCBob"/>
<canBeUsedOn rdf:resource="#PCCarol"/>
<canBeUsedOn rdf:resource="#PCDave"/>
<canBeUsedOn rdf:resource="#PCEve"/>
<canBeUsedOn rdf:resource="#PDA_44"/>
<canBeUsedOn rdf:resource="#PDA_45"/>

<comment rdf:resource="#Your professor is here I"/>
<hasContent rdf:resource="#Your professor is h erel"/>
</MessageService>

<Professor rdf:ID="Professor_11">
<advisorOf rdf:resource="#Bob"/>
<advisorOf rdf:resource="#Student_21"/>
<advisorOf rdf:resource="#Student_23"/>
<hasOffice rdf:resource="#Office_1"/>
<offerClass rdf:resource="#Class_1"/>
<ownerOf rdf:resource="#PC_11"/>
<ownerOf rdf:resource="#PDA_31"/>

</Professor>

<Professor rdf:ID="Professor_12">
<advisorOf rdf:resource="#Student_22"/>
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<advisorOf rdf:resource="#Student_24"/>
<hasOffice rdf:resource="#Office_2"/>
<offerClass rdf:resource="#Class_2"/>
<ownerOf rdf:resource="#PC_12"/>
<ownerOf rdf:resource="#PDA_32"/>

</Professor>

<Library rdf:ID="ReadingRoom">
<partOf rdf:resource="#DoCINSA"/>

</Library>

<MessageService rdf:ID="RingTone">
<canBeUsedOn rdf:resource="#PCAlice"/>
<canBeUsedOn rdf:resource="#PCBob"/>
<canBeUsedOn rdf:resource="#PCCarol"/>
<canBeUsedOn rdf:resource="#PCDave"/>
<canBeUsedOn rdf:resource="#PDA_44"/>
<canBeUsedOn rdf:resource="#PDA_45"/>
<comment rdf:resource="#Ring normal tone on ar
<hasContent rdf:resource="#Ring normal tone on

">

</MessageService>

<BreakRoom rdf:ID="Room306">
<reservedFor rdf:resource="#AfternoonTea"/>
<reservedFor rdf:resource="#MorningTea"/>

</BreakRoom>

<MessageService rdf:ID="StudentForTea">
<canBeUsedOn rdf:resource="#PCAlice"/>
<canBeUsedOn rdf:resource="#PCBob"/>
<canBeUsedOn rdf:resource="#PCCarol"/>
<comment rdf:resource="#Your student invites y
<hasContent rdf:resource="#Your student invite

</MessageService>

<MessageService rdf:ID="StudentHere">
<canBeUsedOn rdf:resource="#PCAlice"/>
<canBeUsedOn rdf:resource="#PCBob"/>
<canBeUsedOn rdf:resource="#PCCarol"/>
<comment rdf:resource="#Your student is here!"
<hasContent rdf:resource="#Your student is her

</MessageService>

</rdf:RDF>

rival of call."/>
arrival of call

ou for teal!"/>
s you for tea!"/>

/>
el"/>
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V. PICASO demonstration sample rules

@prefix pre: <http://www.cocasp.fr/forumf.owl#>
@prefix sc: <http://www.w3.0rg/2000/01/rdf-schema#>

@prefix tp: <http://www.w3.0rg/1999/02/22-rdf-synta X-ns#>
@prefix owl: <http://www.w3.0rg/2002/07/owl#>
@prefix rdf: <http://www.w3.0rg/1999/02/22-rdf-synt ax-ns#>

# Location based rules = = = = = ===========
[locatedNearRule:
(?p pre:ownerOf ?2d)
(?d rdf:type pre:PDA)
-> (?p pre:locatedNear ?d)
]
[locatedWithrRule:
(?pl pre:locatedin ?I)
(?p2 pre:locatedin ?I)
-> (?pl pre:locatedWith ?p2)

#MobilePhone in Library Rule======== === ===========
[MobilePhoneRule:
(?d pre:ownedBy ?p)
(?d rdf:type pre:PDA)
(?p pre:locatedin ?I)
(?I rdf:type pre:Library)
-> (?d pre:setNotificationMode pre:SilentMode)
]
[MobilePhoneRule:
(?d pre:ownedBy ?p)
(?d rdf:type pre:PDA)
(?p pre:locatedin ?S)
(?s pre:componentOf ?I)
(?I rdf:type pre:Library)
-> (?d pre:setNotificationMode pre:SilentMode)

]
#MobilePhone Rule = = = = —=======—==
[MobilePhoneRule:
(?d pre:ownedBy ?p)
(?d rdf:type pre:PDA)
(?p pre:locatedin ?I)
(?I rdf:type pre:ClassRoom)
-> (?d pre:setNotificationMode pre:VibratingMod e)
]
[MobilePhoneRule:
(?d pre:ownedBy ?p)
(?d rdf:type pre:PDA)
(?p pre:locatedin ?I)
(?I rdf:type pre:BreakRoom)
-> (?d pre:setNotificationMode pre:MusicTone)

[MobilePhoneRule:
(?d pre:ownedBy ?p)
(?d rdf:type pre:PDA)
(?p pre:locatedin ?I)
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(?I rdf:type pre:Office)
-> (?d pre:setNotificationMode pre:RingTone)
]
#hasMessage To go Rule ===== = S===========
[InformRulel:
(?S rdf:type pre:Student)
(?P rdf:type pre:Professor)
(?S pre:studentOf ?P)
(?S pre:locatedWith ?P)
-> (?S pre:hasMessageTogo pre:ProfessorHere)
]
[InformRulel:
(?S rdf:itype pre:Student)
(?P rdf:type pre:Professor)
(?P pre:advisorOf ?S)
(?S pre:locatedWith ?P)
-> (?S pre:hasMessageTogo pre:ProfessorHere)

[InformRule2:
(?S rdf:type pre:Student)
(?P rdf:type pre:Professor)
(?S pre:studentOf ?P)
(?S pre:locatedWith ?P)
-> (?P pre:hasMessageTogo pre:StudentHere)

[InformRule2:
(?S rdf:itype pre:Student)
(?P rdf:type pre:Professor)
(?P pre:AdvisorOf ?S)
(?S pre:locatedWith ?P)
-> (?P pre:hasMessageTogo pre:StudentHere)

[InformRule3:

(?S1 rdf:itype pre:Student)
(?S2 rdf:type pre:Student)
(?P rdf:type pre:Professor)
(?S1 pre:studentOf ?P)

(?S2 pre:studentOf ?P)

(?S1 pre:locatedWith ?S2)
notEqual(?S1,?7S2)

-> (?S1 pre:hasMessageTogo pre:ColleagueHere)

[InformRule3:
(?S1 rdf:itype pre:Student)
(?S2 rdf:type pre:Student)
(?P rdf:type pre:Professor)
(?P pre:advisorOf ?S1)
(?P pre:advisorOf ?S2)
(?S1 pre:locatedWith ?S2)
notEqual(?S1,?7S2)

-> (?S1 pre:hasMessageTogo pre:ColleagueHere)

]

[InformRule4:
(?P1 rdf:type pre:Professor)
(?P2 rdf:type pre:Professor)
(?S rdf:type pre:Student)
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(?S pre:studentOf ?P1)
(?S pre:studentOf ?P2)
(?P1 pre:locatedWith ?P2)
notEqual(?P1,?P2)
-> (?P1 pre:hasMessageTogo pre:ColleagueHere)

[InformRule4:
(?P1 rdf:type pre:Professor)
(?P2 rdf:type pre:Professor)
(?S rdf:type pre:Student)
(?P1 pre:advisorOf ?S)
(?P2 pre:advisorOf ?S)
(?P1 pre:locatedWith ?P2)
notEqual(?P1,?P2)

-> (?P1 pre:hasMessageTogo pre:ColleagueHere)

]

H== = = = = = =

[InviteRulel:
(?S1 rdf:itype pre:Student)
(?S2 rdf:type pre:Student)
(?P rdf:type pre:Professor)
(?S1 pre:studentOf ?P)
(?S2 pre:studentOf ?P)
(?S1 pre:engagedin ?A1)
(?AL rdf:itype pre:TeaBreak)
(?S2 pre:engagedin ?A2)
(?A2 pre:hasScheduleType ?t)
equal(?t,pre:relaxed)
notEqual(?S1,?7S2)

-> (?S2 pre:hasMessageTogo pre:ColleagueForTea)

[InviteRulel:
(?S1 rdf:itype pre:Student)
(?S2 rdf:type pre:Student)
(?P rdf:type pre:Professor)
(?P pre:advisorOf ?S1)
(?P pre:advisorOf ?S2)
(?S1 pre:engagedin ?A1)
(?AL rdf:itype pre:TeaBreak)
(?S2 pre:engagedin ?A2)
(?A2 pre:hasScheduleType ?t)
equal(?t,pre:relaxed)
notEqual(?S1,?S2)

-> (?S2 pre:hasMessageTogo pre:ColleagueForTea)

]

I
s

[PostedForRule:
(?p pre:hasMessageTogo ?m)
-> (?m pre:postedFor ?p)
]
[PostedForRule:
(?d pre:setNaotificationMode ?m)
->  (?m pre:tobeSetOn ?d)

]
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VI. Sample ontology for the smart hospital scenario

Ontology Source URLhttp://liris.cnrs.fr/~edejene/PatientCareOnto/indiémxl

Branched graph showm% the overall structure of omlogy for the hospital scenario —

Graph depth only up to 4" level
PathologyE Inage Text
Imatomical_ConceptEI \/ Video
T 4ot
MedicalService Contentiervice

Audio

CellFhone
VCamera

\ Service
Treatement
DA \
EBedRoon
it Dftic-"

g ]
S MediaPlayer / MeetingRoon
Neeting /
ey 4

Wearahle
Aetivity Ward NedicationRoon

Application o Garden :
Location StairCase
,_—'/;,—/—/ Corrigor

Terminal

VictimOfAMaltreatmentict

B ] n.AtR X Patl entrartier
MaleOrFemaleFatient Patient 8 18
/ HedicalSupport
Person —
MaleDrFemalePhenutypﬂ"“’ DiabeticPerzon

Maltreatmentdctiffender / SecondbegresRelative

S
MalnDhnnr\ﬂmnDnrQr\n PatientRelavive

FemalePhenotypePerson \\
LE]
FirstDegreeRelative
PatientRelativeCarer
Nal Ad lt Hurse CareGiver
= Eulﬂ.u Adult
Youth‘_\\
Child
AdultUVEIFlftY
Adult,
Youngndult B EBahy
ProfessionalCarer
ElderlyPErson EmployedPerson
Adultlwerinir Lyrive oot
RetiredPerson sdperaon \
Cardiologist
“urgeon

ReferringDoctor




214

Annexes

Ontology graph for the hospital Scenario (part 1) -Graph depth only up to 4" level
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Ontology graph for the hospital Scenario (part 2)- Graph depth only up to 4" level
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An excerpt of OWL ontologyfor the hospital scenario(Protégé)

<?xml version="1.0"?>
<rdf:RDF
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf-syn tax-ns#"
xmins:xsd="http://www.w3.0rg/2001/XMLSchema#"
xmins="http://www.cocasp.fr/patientcare.owl#"
xmins:rdfs="http://www.w3.0rg/2000/01/rdf-schem a#"
xmins:owl="http://www.w3.0rg/2002/07/owl#"
xml:base="http://www.cocasp.fr/patientcare.owl">
<owl:Ontology rdf:about=""/>
<owl:Class rdf:ID="Ward">
<rdfs:subClassOf>
<owl:Class rdf:ID="Location"/>
</rdfs:subClassOf>
<owl:disjointWith>
<owl:Class rdf:ID="Garden"/>
</owl:disjointWith>
</owl:Class>
<owl:Class rdf:ID="PatientRelativeCarer">
<rdfs:subClassOf>
<owl:Class rdf:ID="CareGiver"/>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Class rdf:about="#PatientRelative"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="#ProfessionalCarer">
<rdfs:subClassOf>
<owl:Class rdf:about="#CareGiver"/>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Class rdf:ID="EmployedPerson"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Patient">
<rdfs:subClassOf>
<owl:Class rdf:ID="Person"/>
</rdfs:subClassOf>
<owl:disjointWith>
<owl:Class rdf:ID="Nurse"/>
</owl:disjointWith>
<owl:disjointWith>
<owl:Class rdf:ID="Doctor"/>
</owl:disjointWith>
</owl:Class>
<owl:Class rdf:ID="ReferringDoctor">
<rdfs:subClassOf>
<owl:Class rdf:about="#Doctor"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Dietician">
<rdfs:subClassOf rdf:resource="#ProfessionalCar er'/>
</owl:Class>
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<owl:Class rdf:ID="BedRoom">
<rdfs:subClassOf rdf:resource="#Ward"/>
</owl:Class>
<owl:Class rdf:about="#Child">
<rdfs:subClassOf>
<owl:Class rdf:ID="Youth"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="#Person">
<rdfs:subClassOf rdf:resource="#Context"/>
</owl:Class>
<owl:Class rdf:ID="MedicationRoom">
<rdfs:subClassOf rdf:resource="#Ward"/>
</owl:Class>
<owl:Class rdf:ID="MaleOrFemalePatient">
<rdfs:subClassOf rdf:resource="#Patient"/>
<rdfs:subClassOf rdf:resource="#MaleOrFemalePhe
</owl:Class>
<owl:Class rdf:ID="Meeting">
<rdfs:subClassOf>
<owl:Class rdf:ID="Activity"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="MetabolicDisorder">
<rdfs:subClassOf>
<owl:Class rdf:about="#Pathology"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="#FemaleAdult">
<rdfs:subClassOf>
<owl:Class rdf:about="#FemalePhenotypePerson"
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Class rdf:about="#Adult"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Treatement">
<rdfs:subClassOf>
<owl:Class rdf:about="#Activity"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Son">
<rdfs:subClassOf rdf:resource="#FirstDegreeRela
</owl:Class>
<owl:Class rdf:ID="RetiredPerson">
<rdfs:subClassOf>
<owl:Class rdf:about="#Adult"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="ChildUnderOne">
<rdfs:subClassOf rdf:resource="#ChildUnderTwo"/
<rdfs:subClassOf>
<owl:Class rdf:about="#Baby"/>
</rdfs:subClassOf>
</owl:Class>

notypePerson"/>

/>

tive"/>
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<owl:Class rdf:ID="FemaleOverFifty">
<rdfs:subClassOf rdf:resource="#FemaleAdult"/>
<rdfs:subClassOf>
<owl:Class rdf:about="#AdultOverFifty"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="#Image">
<owl:disjointWith>
<owl:Class rdf:about="#Audio"/>
</owl:disjointWith>
<owl:disjointWith rdf:resource="#Text"/>
<owl:disjointWith rdf:resource="#Video"/>

<rdfs:subClassOf rdf:resource="#ContentService" />
</owl:Class>
<owl:Class rdf:ID="Daughter">

<rdfs:subClassOf rdf:resource="#FirstDegreeRela tive"/>
</owl:Class>
<owl:Class rdf:ID="OrodentalSystemComponent">

<rdfs:subClassOf rdf:resource="#Anatomical_Conc ept"/>

</owl:Class>
<owl:Class rdf:ID="Infant">

<rdfs:subClassOf rdf:resource="#ChildUnderOne"/ >
</owl:Class>
<owl:Class rdf:ID="Physiotherapist">

<rdfs:subClassOf rdf:resource="#ProfessionalCar er'/>
</owl:Class>
<owl:Class rdf:ID="VCamera">

<rdfs:subClassOf>

<owl:Class rdf:about="#Device"/>

</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="Wife">

<rdfs:subClassOf rdf:resource="#FemaleAdult"/>
</owl:Class>
<owl:Class rdf:about="#Pathology">

<rdfs:subClassOf rdf:resource="#MedicalService" />
</owl:Class>
<owl:Class rdf:ID="Wearable">

<rdfs:subClassOf rdf:resource="#Device"/>
</owl:Class>
<owl:Class rdf:|ID="StairCase">

<rdfs:subClassOf rdf:resource="#Ward"/>
</owl:Class>
<owl:Class rdf:ID="Chiropodist">

<rdfs:subClassOf rdf:resource="#ProfessionalCar er'/>
</owl:Class>
<owl:Class rdf:ID="ConjoinedTwin">

<rdfs:subClassOf rdf:resource="#Twin"/>

</owl:Class>
<owl:Class rdf:ID="Neonate">
<rdfs:subClassOf rdf:resource="#ChildUnderOne"/ >
</owl:Class>
<owl:Class rdf:ID="NervousSystemComponent">
<rdfs:subClassOf rdf:resource="#Anatomical_Conc ept'/>

</owl:Class>
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<owl:Class rdf:ID="MalePatient">
<rdfs:subClassOf rdf:resource="#MalePhenotypePe
<rdfs:subClassOf rdf:resource="#MaleOrFemalePat
</owl:Class>
<owl:Class rdf:ID="LaboratoryTechnician">
<rdfs:subClassOf>
<owl:Class rdf:about="#EmployedPerson"/>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:ID="MaltreatmentActOffender">
<rdfs:subClassOf rdf:resource="#Person"/>
</owl:Class>
<owl:Class rdf:ID="MusculoSkeletalSystemComponent
<rdfs:subClassOf rdf:resource="#Anatomical_Conc
</owl:Class>
<owl:Class rdf:about="#CareGiver">
<rdfs:subClassOf rdf:resource="#Person"/>
</owl:Class>
<owl:Class rdf:ID="Father">
<rdfs:subClassOf rdf:resource="#FirstDegreeRela
</owl:Class>
<owl:ObjectProperty rdf:ID="capture">
<rdfs:range rdf:resource="#Video"/>
<rdfs:domain rdf:resource="#Location"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="broadcastTo">
<rdfs:domain rdf:resource="#Video"/>
<rdfs:range rdf:resource="#Terminal"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="canProvide">
<owl:inverseOf>
<owl:ObjectProperty rdf:ID="availableOn"/>
</owl:inverseOf>
<rdfs:domain rdf:resource="#Device"/>
<rdfs:range rdf:resource="#Service"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="hasSchedule">
<rdfs:domain rdf:resource="#Person"/>
<rdfs:range rdf:resource="#Activity"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:ID="hasNurse">
<rdfs:domain rdf:resource="#Patient"/>
<rdfs:range rdf:resource="#Nurse"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="#availableOn">
<rdfs:range rdf:resource="#Device"/>
<rdfs:domain rdf:resource="#Service"/>
<owl:inverseOf rdf:resource="#canProvide"/>
</owl:ObjectProperty>
<owl:TransitiveProperty rdf:ID="locatedIn">
<rdf:type rdf:resource="http://www.w3.or..#Func
<rdf:type rdf:resource="http://www.w3.org/..owl
<rdfs:range rdf:resource="#Location"/>
<rdfs:domain>
<owl:Class>
<owl:unionOf rdf:parseType="Collection">

rson"/>
ient"/>

">
ept'/>

tive"/>

tionalProperty"/>
#0bjectProperty"/>
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<owl:Class rdf:about="#Device"/>
<owl:Class rdf:about="#Person"/>
</owl:unionOf>
</owl:Class>
</rdfs:domain>
</owl:TransitiveProperty>
<owl:FunctionalProperty rdf:ID="hasBP1">
<rdf:type rdf:resource="http://www.w3.or..owl#D
<rdfs:range rdf:resource="http://www.w3.0rg/200
<rdfs:domain rdf:resource="#Patient"/>
</owl:FunctionalProperty>
<owl:InverseFunctionalProperty rdf:about="#hasPat
<rdfs:domain rdf:resource="#Doctor"/>
<owl:inverseOf rdf:resource="#hasDr"/>
<rdfs:range rdf:resource="#Patient"/>
<rdf:type rdf:resource="http://www.w3.org..owl#
</owl:InverseFunctionalProperty>
<StairCase rdf:ID="StairCase_Floor1"/>
<MedicationRoom rdf:ID="ImergencyRoom01"/>
<owl:DataRange/>
<PC rdf:ID="PC_Garden02"/>
<owl:DataRange/>
<VCamera rdf:ID="VCamera_Garden_03"/>
<Garden rdf:ID="Garden_Front"/>
<Meeting rdf:ID="EvaluationMeeting"/>
<Terminal rdf:ID="Terminal_Corridor_01"/>
<BedRoom rdf:ID="BedRoom_10 02"/>
<MeetingRoom rdf:ID="MeetingRoom_Floor2"/>
<CellPhone rdf:ID="CellPhone_Pascal"/>
<Patient rdf:ID="Michel"/>
<CellPhone rdf:ID="CellPhone_Ada"/>
<Treatement rdf:ID="EmergencyTreatement"/>
<Terminal rdf:ID="Terminal_Corridor_02"/>
<Context rdf:ID="Context_1"/>
<MediaPlayer rdf:ID="iTune"/>
<MediaPlayer rdf:ID="WindowsMplayer"/>
<Office rdf:ID="0Office_Secretary"/>
<VCamera rdf:ID="VCamera_Garden_02"/>
<owl:DataRange/>
<StairCase rdf:ID="StairCase_Floor2"/>
<Garden rdf:ID="Garden_BackDoor"/>
<MeetingRoom rdf:ID="MeetingRoom_Floorl"/>
<CellPhone rdf:ID="CellPhone_Michel"/>
<Treatement rdf:ID="HeavySurgery"/>
<Treatement rdf:ID="RegularTreatement"/>
<BedRoom rdf:ID="BedRoom_10_01"/>
<PC rdf:ID="PC_Central_02"/>
<MedicalSupport rdf:ID="EmergencyGroup_01"/>
<Doctor rdf:ID="Pascal"/>
<Treatement rdf:ID="MiniSurgery"/>
<PDA rdf:ID="PDA_Pascal"/>
<Nurse rdf:ID="Ana"/>
<PDA rdf:ID="PDA_Ada"/>

</'rdf':F'zDF>

atatypeProperty"/>
1/XMLSchema#int"/>

ient">

ObjectProperty"/>
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