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Abstract

This paper presents a generic architecture for hand-
writing documents analysis. It covers all analysis
steps from the content description of the document (lay-
out analysis, handwriting shape characterization) to
three dedicated Digital Libraries applications (CBIR1

in great ancient documents images database, Paleo-
graphical images classification and word spotting). The
generic scale space tool is based on the Curvelets de-
composition of images for the indexation of linear sin-
gularities of handwritten shapes. The proposed scheme
for handwritten shape characterization targets to detect
oriented and curved fragments at different scales: it
is used in a first step to extract visual textual interest
regions and secondly to use the Curvelets coefficients
in various ways to satisfy the three designed applica-
tions. The complete implementation scheme is validated
with a specific application of word spotting based on
the orientations analysis. The proposed method is lan-
guage independent and only visual orientation and ap-
pearance based. In that context, no lexical information
nor any other statistical language models are required.
The first proposed tests for this application are pro-
posed on medieval documents images and on European
18th century correspondences corpus from the CER-
PHI. Precision-recall analysis testifies the relevance of
the contribution.

1. Introduction

In this work, we are interested in ancient handwriting
documents images analysis (digitized Middle-Age com-
posed by copyists’ texts from the 9th to the 15th century
and Humanistic manuscripts essentially composed by
authors’ drafts from the 18th and 19th century). We in-
tend to propose generic and dedicated tools for palaeog-
raphers and historians so as to help them in their expert

1Content Based Image Retrieval

work of manuscripts dating, categorization and authen-
tication.

Primary difficulties faced by this community of ex-
perts are the classification of handwriting documents
images, the hands identification in specific handwritten
collections and the information and content retrieval in
great images database (by layout similarity and by key-
word or shapes indexing). In this paper, we propose a
contribution to this challenge that must be considered as
a tool kit for historians the most generic as possible. We
have focused on a generic methodology that exploits a
scale space theory based on Curvelets transform intro-
duced by Candès and Dohono for signal processing. We
have developed it in different ways to characterize, clas-
sify, retrieve and index handwriting documents images
from those ancient corpus.
Due to the fact that historians experts2 judge the cur-
vature and the orientation as two fundamental dimen-
sions of handwritings, we have searched a way to com-
pute them on the handwritten shapes and to use them
as visual features for the characterization, the classifi-
cation, and the retrieval of documents images for dif-
ferent handwritings collections. To compute those di-
mensions, we have developed a methodology that is
sensitive to variations at the frontiers of shapes, that
pays attention to the evolution of these criteria at dif-
ferent scales, that reveals the variability of shapes and
their anisotropy, that is robust to disturbed environments
(presence of disturbed backgrounds, of partial shapes,
. . . ) and finally, that doesn’t require prohibitive costs
of treatment nor great storage volume for each analyzed
page image.
In this paper, we will focus on a specific application: the
word spotting that consists in localizing users’ selected
words in a handwritten document without any syntac-
tic or lexical constraint. This technique is used when
word recognition cannot be done, for example on very
deteriorated printed documents or on manuscripts. We
have developed a generic approach that can be applied
to any written document in any language using any al-
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phabet, pictograph or ideogram. As a result, the sys-
tem proposes a sorted list of hits that the user can prune
manually.

2. The generic system based on a Curvelets
decomposition

In the handwriting images, the discontinuities points
are essentially gathered on the shapes’ outlines that con-
tain the maximum of the visible information. It is an
information that can be analyzed both globally (orienta-
tions of outlines, presences of particularly striking and
redundant curvatures), and locally (the discontinuities
are located in very sensitive locations in shapes contours
where experts pay generally their attention to recognize
or identify a writing).
A mixed approach that combines global and local
shapes description seemed to be an interesting way for
handwriting images analysis. But we have noticed that
all decompositions can not decorrelate both local and
global images properties with the ability to localize
all discontinuities in the image space. One solution
to this problem is the Curvelet transform. It is more
robust than wavelets for the representation of shapes
anisotropy, of lines segments and curves in the images.
Conceptually, the Curvelet transform is a multi scale
nonstandard pyramid because Curvelets have geomet-
ric features that set them apart from wavelets and the
likes. Curvelets obey a parabolic scaling relation which
says that at scale 2−j , each element has an envelope
which is aligned along a ridge of length 2−j/2 and width
2−j . Mathematically, if one works in R2, we have first
to consider a radial window W (r) and then an angular
window V (t) where r and t are polar coordinates in the
frequency domain. These are both smooth, nonnegative
and real-valued, with W taking positive real arguments
and supported on r ∈ [1/2, 2] and V taking real argu-
ments and supported on t ∈ [−1, 1]. These windows
will always obey the admissibility conditions:

∞∑
j=−∞

W 2(2jr) = 1, r ∈ [3/4, 3/2]

∞∑
t=−∞

V 2(t− l) = 1, t ∈ [−1/2, 1/2]

Then for each j ≥ j0, a frequency windowUj is defined
in the Fourier domain by

Uj(r, θ) = 2−3j/4W (2−jr)V
(

2bj/2cθ

2π

)
where bj/2c is the integer part of j/2. The support
of Uj is a polar wedge with the support of W and

V , the radial and angular windows applied with scale-
dependent window widths in each direction. A study
of the Curvelets coefficients properties, shows that the
high valued coefficients tend to gather around the ob-
jects corners and contours in the image, what seems to
be natural because there is a strong dependence between
Curvelets coefficients from a scale to the other and for
a given neighbourhood for various given scales and ori-
entations. These dependences have been quantitatively
verified by measuring the mutual information, [1].
Our generic system is based on this geometrical mul-
tiscale images decomposition embedded in its differ-
ent stages. The figure 2 presents the system architec-
ture with the first part corresponding to the analysis of
the document and the second part corresponding to the
three main applications currently under studies.

Figure 1. Architecture for the handwriting char-
acterization and on-line applications

3. Word Spotting

The word spotting is based on a similarity or a dis-
tance between two images, the reference image defined
by the user and the target images representing the rest of
the page or all the pages from a multi-page document.
Firsts results in handwriting documents have been given
by Manmatha et al. in [6]. Their idea was to match
words from a request and words in documents by the
use of simple features such as aspect ratio’s of word’s



bounding box.
Other approaches use direct correlation methods ap-
plied on the gray levels for image similarity compari-
son. Those classical approaches are very sensitive to
geometrical transformations and are time consuming.
Moreover, correlation cannot be easily adapted to the
spatial variations of the handwriting.
Main solutions consist in representing the informative
parts of the images with feature vectors that can be com-
pared with other feature vectors from other images. The
choice of the most discriminant features to characterize
regions of interest is central.
Different approaches for local image structure descrip-
tion have been proposed in the literature. We propose
here a short overview of those methodologies. An ap-
proach proposed by Kolcz et al. in [4] was to search
along lines of text a way to match their request in every
position along this line. Several features have been used
and are matched with a dynamic time warping (DTW)
distance. This is a expensive way to search a match
but some heuristics are used to limit the search along
the lines. Moreover, results are really much better than
those proposed in [6].
A mix of this kind of ideas can be found in [8]. The idea
is to segment each documents into words with a tech-
nique given in [7], and then to resize and realign each
word so that it can be easily compared with other im-
ages. Distance between images is then computed with
the DTW distance on a set of features described in this
paper. The critical part of this approach is in the seg-
mentation into words which can not be done on every
documents and especially on medieval documents.
Recently, Leydier et al. in [5] have proposed a (word,
line, layout) segmentation-free method which rests on
the assumption that words can be matched on a small
number of guidelines. Very good results are shown
but no idea is given on what happened if text is not
as vertical and straight as those in manuscipts studied.
However, they have prooved that the strokes’ orienta-
tion provide a strong piece of information in handwrit-
ten manuscripts. The hitch comes from matching dis-
tances tested which are based on the assumption that
guidelines are vertical which is not necessary the case
in other manuscripts.
Other keyword spotting approaches very close to our
proposition have been proposed those last years. Fink
and Plotz in [2] have tested appearance-based features
for writer independent handwritten text recognition and
compared it with heuristic features. Terasawa et al. in
[9] have developed principal component analysis-based
descriptors and gradient distribution features for word
spotting in historical handwritten documents. The only
limitation of the approach is its application to only well

segmented threshold documents and very regular hand-
written texts.
Our approach tries to keep the best of the different
approaches presented, by searching guidelines but not
necessary vertical ones. Our idea is to search for the
predominant orientations of the request in documents
(see figure 2(a)). This could have been done by Gabor
filters but our system has been designed in a generic-
ity idea so that the Curvelet transform gives us a better
analysis for the CBIR aspect ([3]) and, as we hope, for
the clustering aspect.

(a) First (green) and second
(red) orientations of the re-
quest detected in document

(b) Quadtree decomposition
of the two first orientations of
the request

Figure 2. Orientations detected in document
and quadtree associated

Once orientations are extracted from the request by
the use of the Curvelet transform, we search for the
same organization of those orientations in a window
similar to the one of the request sliding over the doc-
uments. The organization is obtained from a quadtree
applied on the window in which each leaf contained
the amount of pixels which have the searched orien-
tation (see figure 2(b)). This means that, in each leaf,
we keep how many pixels have the same predominant
orienations as the request. Those numbers give infor-
mation on where those predominant orientations are lo-
cated in the window. We have tested a very naı̈ve dis-
tance which consists in computing the ratio R = W/Q
where W is the amount of pixels in one leaf for the
sliding window and Q is the same amount but for the
request. If R ≥ 0.8, we consider the window as simi-
lar enough and we can get deeper in the quadtree. On
figure 3 we have drawn the windows kept at three dif-
ferent stages. The lighter the window is, the deeper in
the quadtree the window is considered.

Once the search is done in the original document,
we do exactly same search in other documents of the
database. Nothing is changed to the request characteri-
zation or to the new document to normalize those ones.

The next step is to test a more sophisticated distance



Figure 3. Quadtree distances representation
over the original document

measure such as the DTW distance which seems to give
good results in this kind of application. Until this test,
very good results are shown by this naı̈ve approach like
it is shown in part 4. In most cases every occurrences of
a word are retrieved with only three levels of decompo-
sition in our quadtree.

4. Discussion and conclusion

We have tested our approach on two kinds of docu-
ments: medieval and humanistic manuscripts. We have
selected a small part of our databases in order to keep
documents which have words statistically well repre-
sented. As we can see in table 1, results are really good
for short words (such as Orders in George Washington’s
manuscripts) but clearly decrease with long words (such
as Companies). This is mainly due to the fact that our
naı̈ve distance measure is rigid and variability with long
words is more frequent. It means that we have opposite
results compared to [5] or [7] which are typically bet-
ter when searched words are long. In the same idea,
on contrary to previous work, we do not need to have a
high regularity in handwritings but only a link on pre-
dominant orientations and their local densities.

Recall Precision F-Measure
2PR/(P+R)

Humanistic
(Short words)

0.79 0.71 0.75

Humanistic
(Long words)

0.67 0.12 0.2

Medieval 0.85 0.67 0.75

Table 1. Recall/Precision results

The rigidity problem can be solved in almost two

ways. First way could be to use a less rigid distance
meausre between quadtrees such as, for example, a
DTW distance. The second way could be to use a scal-
ing window around region in the document which have
a similarity with the query image in terms of organi-
zation of orientations. This second solution implies a
step of localization and analysis of orientations in doc-
uments but this step could improve the execution time
in the way that not all positions should be tested. For
the moment, for a 900x900 image, it needs about 20
minutes on a Core2Duo T7100 to have results shown in
part 3.

Without any optimization of our approach we ob-
tained very good results compared to previous works
which often need to segment (for example the words in
[8]) and for the moment, all good responses have been
found in the thirty first responses of our system. Com-
pared to some very distant rank (as the rank 161 in the
work mentionned in [5]), our responses ranks are very
satisfying.
We have designed a generic tool which can be used at
several levels of analysis (layout, CBIR, clustering and
shape/word spotting) which has proven its performance
in the CBIR field ([3]) and which give good results in a
first step for the word-spotting. All these good results
have been computed without any segmentation or bina-
rization and there is no language dependency.
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