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Abstract In the current work, we are interested in the structures
of sub-languages in free-format texts. For example, sup-

Given the huge quantity of the current available textual pose an advertisement of an expositionEgyptthat will
information, Text Mining process tackles the task of search take place inParis. The knowledge of the structure of the
ing useful knowledge in a natural language document. sub-language representing taddress(where the exposi-

When dealing with a free-format textual corpus (e.g. a tion takesPlacg may avoid concluding too quickly (and
Job announcement) where the linguistic rules are not re- wrongly) on the place of the exposition upon the simple
spected, the time consuming morpho-syntactic analysis ispresence oEgyptcity name.
not of a great help. However, text mining techniques pro-  Text Mining research field has been focused on since
cess may exploit linguistic sub-structures in the text. 1991 through MUC programs. However, it is still domain

In this paper, we present an applications of Grammati- specific and time-consuming to build a new system or to
cal Inference (GI) in a machine learning system applied to a adapt an existing one to a new domain. Although symbolic
text corpus. We specify and use the process of the Grammatand statistical methods have been applied in some IE sys-
ical Inference as an instance of the Constraint Satisfactio tems (e.g. [21], [28]), not a lot have combined Grammatical
Problem that instantiates automata in a (language inclu- Inference with (naive) statistical information.
sion) lattice. Techniques of Grammatical Inference (GI) ([15], [16],

[17]) promise to be useful in this field. They carry the

process offext Miningto capitalize the (partial) morpho-
1 Introduction syntactic structure of patterns (or of sub languages) with a
few amount of information on the contents structure. These
techniques attempt to induce the structures of a source data
(flow of signs) by a set of production rules of a regular
grammar. The induced grammar being an element of a
(language-inclusion) lattice, the text mining is concerne
by an informed search (seen agemeralizatiopwithin this
lattice carrying required information and semantics.

This paper describes a research work on the design and
implementation of Gl process that was successfully applied
first in a Pattern Recognition project on documents like
summaries, dictionaries, scientific reports and so on. Here
whenever thdéinguistic structure of these documents are ex-
tracted, Textual DataMining technics ([24], [27], [25]6]2
r][20], [23]) are applied to such documents and extract valu-

Textual databases constitute the major part of the cur-
rent available information. Significant research work con-
centrates on the Information Extraction (IE) from these
databases.

Given a textual corpus, the information extraction pro-
cess applied by the techniquesT#xt Mining(e.g. [24],
[27], [26], [13]) consists of the search for no-explicit in-
formations in such corpora. As an example, Text Mining
can extract significant information from Marine catastiphe
bulletins like the prior event sequence of such disasters.

In a basic approach, IE task would be tedious ifryri-
ori structural information is available about the text. On
the other hand, given the cost of a syntactical analysis, a
IE process based on a whole morpho-syntactic analysis mableknowledgérom t.he data.
documents would not often be realistic. When dealing with ~ FOr €xample, a given report document (among the cor-
free-format texts, such analysis would not be of a great in- PuS) can be (logically) structured by a production rule:like
terest in a text mining process usually based on key patterns ~ report« abstract, outline, chapter, sub-chapter,

In the case of free format texts, the rules of linguistic chapter, references
grammars are seldom respected. These texts rather contain Having one rule per example, the objective is to general-
few words without using entities such as determinant, verbize these rules in a Gl process and to propose an automaton
and other punctuation. that describes the underlying language.



A second application of this process was on a seminarthe sample set. Then we focus on the definition of a quo-
announcement corpus. A seminar announcement may havéient algebrad, ,r of A¢, thatleads to a uniquely defined

the following structure (one of the possible formats): isomorphism fromA¢;, ,r to the language of the induced
seminar— heading, subject, speaker, date, hour, automaton A. This automaton is supposed to govern and
address, organizer generalize the language structuring the sample set.

In this second experiment, the aim is first to learn how  Within this algebraic framework (describing why the
to recongnize slot values (and their structures), and then t logical description is processed in that way), we discuss a

capture slot fillers from new announcements. general Constraint Satisfaction specification that ctiarac
In this paper, we focus on the extraction of the structure izes the search space of the Gl problem. Then, we define
and the content of the above announcemengus of doc- a set of constraints that outlines the quotient algebra@bov

uments using the Grammatical Inference. We apply the pro-and constructs the final induced DFA (the automaton A).
cess of Grammatical Inference to a set of regular production

rules. As in the above examples, each rule (one for each el2.1 The Regular Inference

ement of the sample set) represents the (logical) structure

of the samplé Negative descriptions (and samples) can be  The Inductive Inference paradigm is the basis of the au-
provided in order to denote those structures that must betomatic learning problem (see also [19]). In the Syntattica
rejected. The inference engine then produces a representaPattern Recognition (see e.g. [18]), many grammatical in-
tive regular grammar that will recognize documents in their ference algorithms are proposed that are used in the learn-

respective context. ing step of the pattern recognition tasks ([15], [16], [17])
In the following, some background about the Regular In- As mentioned above and in order to correctly identify regu-
ference is reported. lar languages, positive () and negative (1) examples are
to be provided to represent the language to be learned.
2  Grammatical Induction Example : partially from a seminar announcement textual

database (see the section 5 for an announcement example),
we may have some announcement message rules in the sets

The problem of grammatical inference can be consid-
P Y I+={T1,T2,T‘3,T‘4,...}, I_={T‘57T67...} below:

ered in a Constraint Satisfaction Problem framework (see

e.g. [6]). Although some work (e.g. [10]) tackled this prob- r; : Message « " seminar”, Det,

lem as an instance of graph coloring, the proposed approach Organization, Name.

gave an interesting but a quite general idea of the question. r, : Message < " seminar”, Organization, T heme.
In [8], Gold showed that any recursively enumerable r3 : Message < ”seminar”, Pro, City,

class of language is identifiable usingcampleterepre- 77 Theme.

sentation with the positive and the negative data. Hence, r, : Message < ” seminar”, Name, Theme.

the class of regular languages cannot be correctly ideshtifie r5 : Message <+ Det,” : 7, Theme.

from only the positive examples. Although the usual case in rg : Message «— " seminar”, Organization,

document handling is to learn from only positive examples Organization.

(given in the set’. ), the induced grammar can be drasti-

cally refined by some negative examples (the lsétand

avoidover generalizatiof

Here, each valid announcement begins with the veenmi-
nar. The ruler; denotes that a message can not begin with
a Determinant(Det) while s denotes that a message with

It is known that any algorithm that would construct a de- . o .
R . - two successive®rganizatiors must be rejected. Note that
terministic finite automaton (DFA) with a minimum number saving naively thaDraanizationwill alwavs follow semi-
of states compatible with all the data already processed can ying y 9 y

identify any regular language in the limit ([7]) harword is wrong. . . T
. B In the next section, an algebraic specification of the
To achieve that, we developed an original and complete

; : .Gl problem is stated. Then, in the sections 4 and 4.1,
algebraic framework for the Grammatical Inference. In this L ) )
, . . some practical issues, the implementation of the proposed
framework, we define a relation over the (language inclu-

. ) CSP framework together with some examples are reported.
sion) lattice of automata represented by the set of all sam-. . . . AN
! - Then, some relationships with other works in this field are
plesI = (I, U I_) that leads to the construction of parti-

. ; L recalled in the section 9.
tions over that search space. To realize that, an initiad-alg

braAg, is assigned to a regular gramn@y associated to S
3 Algebraic View of the Gl

lvarious sectionslike thaddresssection of a seminar announcement

are handled in turn. . e .
20pposite taoverfitting the extreme case of the over generalization for In the algebraic specification below, and relative to the

an alphabek is the languag&*. sample setl = I, U I_), the properties of the partitions



over the terms ofd,-algebra associated to the grammar
G are depicted. Then we formally characterize a rela-
tion from these partitions td.(A), the language of the fi-
nal induced automaton. This is done by the definition of
a set of constraints defining a congruence relafibaver
the terms ofA¢,. The latter produces a quotient-algebra
Ag, /r Whose terms are isomorphic to those/gfA).

Quotients of thed;, -algebra give a (language inclusion)
lattice. Here, oumain aimin the Grammatical (regular) In-
ference is to characterize this lattice and to guide theckear
in it.

Let consider R a congruence relation, a partition
Tree(I),r from Tree(I) and its regular grammat 'z,
Ag, and A¢, /g are the algebra assigned ¢ and Gg.

In the following section, we will define a homomorphism
homo, from Ag, to A,/ thatformally defines the equiv-
alence classes of A -algebra. Then, we will state a con-
straint satisfaction specification of the (language inoluis
lattice induced byhomag; and propose a Constraint Logic
Program (CLP [6]) that will search, under some constraints,
for a (not necessarily mininthtanonic) DFA in that lattice.

The Grammatical Inference problem can be specifiedbyg 1  The Quotient Algebra

using the relation between an initial many sorted algebra

and context-free grammars ([13])To construct the algebra

associated to a context-free grammar G, each non termina|
of G is assigned to a class of derivation tree. Consequently,
the non terminals of G are sorts of a many sorted algebra®’ *
whose operations are defined by the production rules of G."(: )
The derivation tree (and the language) of any non terminal Congruence relation o, .

X denotes the carriers of the sort X of the algebra.

LetG = (N, T, P, S) be a context-free grammar ang L
be its language wittv=non terminals? : the terminalsP
: Productionrules anfl : the start symbol . Let associate to
G the As-algebra whose signature iS\(U T'), Op) where
Op is the set of names given to the productiong’inThe
terms of this algebra are (possibly partial) derivatioresre
starting from any non terminal of G.

An Ag-algebra isinitial in a category C based on the

Let Ag, = ((Q UX),Op) be an algebra associated to
the (regular) grammar of the sample set I. Termsdef,

are derivation trees (let note them hyor b) of the form
rm(..., rk(r)...) and of some sort ¢¢ Q. Let R a
Op is the set of names (like)

of rules of G of the form(q’, « — g) or (&« — Q), @ € 3,
0,9’ € Q. The quotient algebra induced by R is defined by
Ag,/r = ((QUY), Op) with

1- (QUX) ={[a] | a a derivation tree whose type isq
Q} where the congruence clasg][is defined by B={b a
derivation tree of type ¢ Q| (a,b) € R};

2- Op=set ofri for each element of, if ri is the name

same signature if for all algebra B of C, there exist a unique 0f a production rule of the form — qwith q € Q and

homomorphisny : A — B.

Let’'s now consider the sample skt= 7, U I_ (with
Iy NI = (), the grammarG; from the setl , the
Ag,-algebra associated 1@; and the languagé (A) (4
is the final induced DFA). We are interestedfirsuch that
f: Ag, — L(A). Consider the set of finite automata as-
sociated to elements df(one automaton per element Bf
and letTreg(l) denote the tree of all these automata.

We define the automatofi; = (Q U {S},%, Ps, S,F)
associated td'ree(I) where( is the set of all states in
Tree(I), X is the set of terminals id and F; is the set
of the names given to the transitionsTree(l). The start
symboleS is such thatS — po1| poz2|... where p; € Ps, j
is the rank of the transition in th&h automaton associated
to each element of. F'is the set of final states in Tree(l).
G associated t@'ree(I) is possibly a no deterministic but
e-free (circuit-free) automaton.

If L;, is the language of the positive samples (resp.

ri: [a] —[al;

3-Op=setofri : ([q7], [a"]) — [q]if ri is the name of
a production ruldq’, 9") — gwith g, ', 9" € Q is defined
by  ri(rjrm( ..., vk (Fm)...)= ri(rj, rm(..., rk(mn)...).

A derivation tree ¢] in Ag, /r is constructed using ele-
ments congruentto € Ag, .

Although atermi of A¢, is likeri(rj, rm(rl, ..., rk(rn)...)
with 73,75, ... € Op, for the sake of clarity, we will rewrite
a by ri(a, rm(G,..., rk(y)...) whenrj (resp.rl, rn, etc.) is the
name of a production rule like — q (resp.rl: 5 — gqand
rn: v — q, etc.). Thisis also motivated by the fact thaf [
denotes the equivalence class of the constamthenever
[a]=[«]. We set j]=« for eacha € 3.

Operations ofd;, /r are well defined since R is reflex-
ive, symmetric, transitive and compatible such that from
[a]=[b] we conclude thatd,b) € R.

Thus,

L;_ for the negative ones) generated by the final induced (., ) r;y (a1, rj1(a2, ..., ka(an)...) , Ae,) ri2(B81, 12(52, ...,

automatonA (that accepts only.;, ), then, for any parti-
tion of () containing equivalent states (cf. the section 4),
I, C L andl_ C L; . We havelL; C ¥*- L; and
L N L[Jr = (.

3This relation is easily extended to the regular grammars.

rk2(6n)...)) € R
implies :

4"not necessarily minimal" is to be considered in a gramrahfioint of
view, w.r.t. the number of states. The induced grammar isadigtminimal
w.r.t. all constraints specified in the Congruence predi¢séction 4)



[(AGI) |’i1(061, rjl( veey rk1(Ocﬂ)...)] = [(AGI) l'ig(ﬁl, I'jz(...,

Fia(Bn)..)] >
Equivalently, (, r;)eR implies7 = 7; (same as [ =
[r])-

Quotient algebra are characterized by the universal prop- L(A) ?
erty (up to an isomorphism [12]). This property is stated
by the following (homomorphism) theorem applied4e;,
(proofs out of the scope, avoid self reference) :
Theorem 1. Let A, associated to Tree(l) be the algebra ?
and R a congruence relation ofi;,. Then

homor : Ag, — Aa,/r Figure 2. The search space Latr

defined by homog(a) = [a] for @ € Ag, is a homomor-

phism that has the following property. as = (B, 1, (B2, 173(8s, rja(Baveens T, (Bn-1,
Letf: Ag, — L(A) a homomorphism with the (former) r; (5,)...).

congruence relation R, then there exists a unique homomor-  The Congruence predicate constructs the sfofa set

phismf such that the following diagram of mapping is com-  of constraints) and assigns an equivalence cla$sd each

mutative, i.e.f = f o homog . 0; € Q. The setd may contain constraints like in r, =
f and=£. Whenever the set of final constraints is satisfiable, if
Ag, L(A) the_re is more than one solution, then we will choose the one
_ which minimises the number of equivalence classes. Ini-
In order to extract equivalence classes, this predicate is
Ac,/R

applied to every pair of (compound) terms.¢;,. Within
each couple of terms, the predicate is applied to every cou-
ple of sub-term ofi; anda,. Backtracking is used to com-
Figure 1. Commutative Mapping Diagram pute a consiste (which characterizes La). Initially,
[g:] is the equivalence class of each g @. Elements of
It can be first showed thadtomor is @ homomorphism I andl_ are distinguished, hence we recognize final states
before proving the above theorem. One may note that the(F andF_ with FF = F, UF_ andF; N F_ = () of these
quotient algebra will define equivalence classes4 . two sets from each other and from any other equivalence
Defining f will let us reach our goal which is to defirg A) class.
from Ag,. In the next section, we define a CSP specifica-
tion by the Congruence predicate that defines the congru-| Predicate Congruence(i, r2) :

ence relation R (over the of term&:,) and hence char- adds constraints to the constraint stdte
acterizes the search spaket (see figure below) and the | Letr and b be transition rules (foi, a2) with o, € X
instantiations in it. Then we discuss the propertied of r:la] x s1— s r2: [B] x 55 — s2

andl_ with respecttal;, Ly, , L;_ andL(A).

In the following figure, the top elemet* of the lattice (1)if 51 ands; are different final states inf. x F-) then

Latr, represents the set of all theordsthat can be con- | ) ?c[jg][s;][él[st;]én
structed over the alphabgt and the button elemefitrepre- add (5, = [s4] = [s1] = [s2]) (The DFA condition)

sents the empty set. This search space contains all automaqa(g) if [a] # [B] then add §1] # [s2]
(one for each element at*) in which the final automaton
L(A) is searched.

Givens the rules; andr, above (depicted in the fig-
_ ure 3 below) , the application of the Congruence predicate
4 The Congruence Predicate can produces 3 different configurations (i.e.1Js[s’2] A
[s1]=[s2], [S'1]=[S"2] A [s1] # [s2], [$'1] # [S'2] A [s1] #

Recall thatR is a congruence relation over (the sorts of) [Sz2])-

Ag,. Leta, , as € Ag, where Although [o]=« is in its simplest form, we introduced
ar = 1 (a1, n(ae, ri(as, r,(ag.e., 6, (cn_1, the notion of equivalence class for the alphabet using the
i, (Qn)...) lexical class function Clg)=[a] where:

and [a]=[A] iff o = B or CL(a)=CL(3), o, 3 € X..



For example, different city names or two (possibly dif- 4.1 An Example
ferent) organizations (university, research laborat@ng
equivalent. The theoretical aspects and the implementation issues of
the related work were validated first by using the experi-

[a] 18] mental protocol cited in [9]. The following example reports
@4»@ @4»62) an original one that shows some interesting aspects of the
. - grammatical inference engine.
Figure 3. transitions for r; and r; Example : Consider thaf denotes the regular language
a"b™, n,m > 0. We haveYX={a, b} with | ;. = {ab, aabb,

Obtaining the final induced automaton is a matter of aaabbb, aaaabbbb, ...} and ¥ {a,b, aab, abb, baa, bab,

search inLatg. This automaton is the solution of a con-

sistent instantiation in the constraint stéteAmong all so- L. = {a (aay b(bb)} U {aa (aa) bb(bb))

lutions, we pick up the one the minimizes the number of + -

states. L_ = {aa (aaJ b(bb)} u {a(bb)*} U {b(bb)*} U
The Congruence predicate is implemented as a (com- {a(aa)’}

piled) CLP program in GNU-Proldy

The generated automatehand L (A) are given below.

This predicate takes as input the sktsand/_ and gen- a/ |
erates the final DFA which is in turn an executable CLP /
program representing the induced Grammar. In the appli- e @ sis @
cation (i.e. test) phase, we try to match the automaton of a
new input seminar announcement. In the case of a success, \' bist /e
further processing can take place (e.g. slot fillers valde as

signment in the announcement corpora, as stated briefly in
the next section).

The following figure shows a more general case. Note
that if we considery; (resp. 31) as theleft contextof as
(resp. B2) andas (resp. 33) as itsright context we will
cover, to some extent, the case studied in [21]:

Here, notations likea/s,f over an arc means that the
transition is a part of success) (or failure (f) derivation.
The tag< s, f > means that the transition can possibly
take to a success or to a failure. It is interesting to note
that even though contains words of the Context Free
languagea™b™, the above DFA extracts the following

@[all [ae] @[as] . underlying knowledge from the sample defcf. a”b™):
the DFA recognizes either an even nunber of

a's followed by an even nunber of s or

@[61] @[ﬁﬂ @[53] @ an odd nunber of &' s foll owed by an odd

nunmber of b s. But it rejects an even number ofs
(resp.b's) followed by an odd number dfs (resp.a’s) at
the same time (which are words in_). Obviously,A can
not generate that context free languagelbatnsa part of

Applying the Congruence predicate to above case will ' ) o o _ _
produce 5 different configurations (depending on the equiv- Relatlve to this |nduct|on_ is the notion of grammatical
alence classes af;,3;) with various number of states in enrichmerft that may be defined as follows. Suppose that
which the final induced minimal DFA has 4 states. Con- the state [g] is originated frorh_. If there is any successful
straint store then will decide the final induced DFA consid- derivation ofw € L(A) containingL([q]), then we say that
ering all transitions and the negative examples. I_ enrichesL .. In the above example, For exampig,

It is worth emphasize that the Grammatical Induction derived throughygsgags is in the enriched L. if ever we
applied only to positive exampledy() tends to over- do not constrain that derivation to only use success £
generalizeL (see e.g. [20]). Hence, one may express O <5, f> tag) edges.
negative descriptions that are representative ofvitheds
to be rejected. For example, we may state thaeminar 5 The Text Mining Application
announcement heading containing the Hour valugst be
rejected. Thd_ set of the section 5.5 contains some nega-  As mentioned above, we used the Gl system to extract
tive examples for an announcement heading. linguistic structure of different parts of a seminar annoem

Figure 4. contextes and states

5The final induced automaton is an extended DCG ([5]) Ssimilar to the well knowrversion spaces.



ment database. An example of such announcementis giverthe traditional NLP parsers . The goal of syntactic analysis
below. in an IE system is not to produce a complete parse tree for
each sentence in the text. Instead, our system needs only to
perform partial parsing. That is, it needs only to construct
as much structures as the IE task requires.

Sem nar of the Institute of Nuclear
physi cs of Lyon
probl em of the nbde conversions

Yves Colin de Verdiere Current methods (see e.g. [2], [1]) use generally global
Fourier Institute of Genoble constraints to resolve local ambiguities. But because®f th
14:30 H - Room 27 gaps in the grammatical and lexical coverage, full sentence
Paul Dirac Building parsers may end up making poor local decisions about struc-

tures in order to create a parse spanning the entire sentence

We want to extract various information such as Erate or Furthermore, the syntactic analysis in a text mining pro-
cess is avoided for several more reasons:

the Subjectin a seminar. Finals measurements like the re- ) : )
search fields of a university (or a researcher, etc.) can theri the costand the complexity of this analysis, ,
be extracted. In this process whose goal is to extract slot™ the Very few use of the results of this analysis (the goal is

fillers, valuable template slot fillers are already defined by NOtt0 correct errors or to translate the text),
an expert : he/she knows in advance which kind of infor- - the texts may not follow the correct and complete syntax
mation is contained (and sought) in the data base. rules (of French in our case), etc.

It is also appropriate to note that a seminar announce- A partial parser looks up for fragments of text that can
ment can be incomplete. For instance, theur may be be reliably recognized, e.qipunandverbgroups. Because
missing within an announcement or it can be expressed in 20f its limited coverage, a partial parser can rely on general
different form (for example, by the "Friday afternoon" ex- Pattern-matching techniques, particularly finite-stata- m
pression). chines, to identify these fragments deterministicallydohs

The reminder of this paper describes the use of the Gram-0n pure local syntactic elements. Partial parsing is well
matical Inference engine (consolidated by a Bayesian anal-suited for information extraction applications for an ad-
ysis, see the section 5.3) with respect to the textual |E taskditional reason : the ambiguity resolution decisions that

app“ed to the seminar announcement corpus. makes full parsing difficult can be pOStponed until later
stages of the processing where top-down expectations from
5.1 Slots and Fillers of the Corpus information extraction task can guide the system'’s actions

In our seminar announcement corpus, the subject is sim-

The following slots are defined for the seminar an- ilar to anoun groupbut may not follow its rigorous syntax.
nouncements corpus (abbreviations are further used in therhen, the inference stage helps, in this case, to reféec-

paper). tive rules used in the examples. Therefore, the correspond-
ing text mining process will rather be a syntax directed pro-
<Sub> the (generall opic and theSubject cess
of the seminar, C .
<Org> the organizer, i.e. a university, lab.,... _Startlng from a sz?\mple set (posm\(e examples and neg-
< Adr — Ple>the address and/or the place where ative cases description, see the section 5.5 for an example
the seminar takes place, of Gl), the Grammatical Inference (Gl) induces a regular
<Sp> the person who will make the talk, grammaf (a DFA) of this sample set. In the test phase,
<OrgSp> the organization of the Speaker (e.g. sentences presented to the grammar will be regarded as per-
the research lab. of the Speaker), taining (or not) w.r.t. the language generated by induced
< Date> the date of the seminar, grammar.
<Hr> the beginning hour (or the time range)

The Grammatical Inference carries out a classification of

of the seminar. . .
' the sentencesceptor rejectmeans belonging or not to a

An announcement starts with teeni nar (séminaire in given language) but, in its original form, it does not han-

French) keyword. dle the semantics of these constructions. Hence, Bayesian
measures will guide the process by predicting the slot and

5.2 Related Grammatical Inference its value (in its context) to be submitted to the grammar.

The IE process is then achieved with more precision and

In the IE process applied to natural language texts, therere"ability (see also [35]).

are major differences between the Sentence Analysis and

8We note that the Context-Free grammar induction is an actoel
"The expert in this domain is just a scientifique-researchiliar with active research filed facing hard constraints making theeiggrContext
such seminar announcements Free induction problem no-decidable.




5.3 Naive Bayesian use of e.g. the<Adr — Place> section will make it possible to
analyse the content of that sub-language.

Several techniques of text mining use the Bayesian anal- We use the grammatical inference in various sub-
ysis that (even in its naive form) gives interesting results languages (e.g. theeadingor thesubjectof an announce-
In the method known asaive Bayesianthe document is  ment) that may contain relevant information. As an exam-
presented as a vector of characteristics (e.g. various secple, the heading can contain a topic, a subject or an orga-
tions of an announcement). Other presentations such agizer that can be possibly extended in the reminder of the
bag of wordsconsider the text in the form of a collection announcement. The subject«(b) can add precise details
of words where any internal structure (physical, logical, to the Topic of the seminar and vice versa. Such comple-
morpho-syntactic or semantics) is inhibited. mentary data are registered both in the frequency table and
The Bayesian rule is recalled below. Given a hypothesis hard coded in the production rules. The sequence of opera-
(e.g. to have such a section of the cl&si such a context  tions is governed by the key patterns, the probabilitiesifro
inside a seminar announcement) and an announcefent the frequency table (table 1) and, finally, by the production
overC, we have: rules®.
It may be noted that if the Grammatical Induction is pro-
Pr(E/C). Pr(C) cessed only upon positive examples (thelseset below),
Pr(E) then the result tends to over-generalise the language in-

duced. Hence, the expert may express negative descriptions

The idea is to express the weighted probability of the ; _
membership of a pattern or a sub-language within a classthat are representative of tierdsthat must be rejectéd
For example, he may state thatsaminar announcement

C according to the characteristic of the téxtand those of i o )
heading containing the Hour valuaust be rejected. The

other texts classified as such. llowi | ) X los f
To summarise the current process, key patterns IeadingfO owing exampie co_ntalns some negative examples for an
announcement heading (the ge.

to recognize the various (but not all) fillers of an announce-
ment are first defined during the training stage. Together
with the key patterns, the frequency measurements and thé.5 An Example of GI

regular production rules will help to decide (¢ttassify a

section of the announcement. During the test phase, a pat- As an example, the results of the grammatical inference
tern p first gets a probability to belong to a slot filler by on the heading of announcement follows. The grammar
the presence of a deterministic keyword (100 %) and/or by pelow partially describes what the headings of the sample
the probability (from the frequency table) of its (possibly set contained. Hence, the followidg does not cover all

left and right) contextsp is then submitted to the induced possible headings in all seminar announcements, but those
grammar according to these probabilities. Failure cases ar of the sample set.

postponed to the postprocessing 8téfhe process uses the I,.={SDON’,'S:T’,’S’, 'ST’,)SDT’;)SaV:T'/SN:T’, ...}

backtracking to consider other possibilities (see sedion 7_={'Sa’,’SS’,'S:T’,’S::L’, 'S::N'’'SDD’,SO0’, 'Sa¥,

for the Sub filler). 'Sa’,'SD:, 'SavV/, ...} where

Pr(C/E) =

S : the "séminaire" keyword (seminar in English),
5.4 Details of the GI process yword ( glish)
D : < Det >, a determinant (e.gdu’, 'de la’, 'des’) like "of” or

. . ‘of the’ in English
It is easy to note that a simple textual search (based on ofthe"in Engls

keywords) cannot be appropriate for extracting knowledge T : <Théme- , an exposed opic — Subject (e.g. Algorithm
from our seminar announcements. Methods of knowledge =~ Complexity , Internet and Securitgtc.),

extraction based on the Bayesian analysis allow to predicty :< Nom >, a Noun, e.g. name of a research laboratory
the position of a given information in the text together with ) o o

its average length (see e.g. [35]). This technique, based or® = < 979 > ant?rg;elnuzatuon name (e.gnstitute, laboratory,
the learning of the position of a section (e.g. thé&ub> university, school.)
section) would not be appropriate here because of the freeV : Ville, name of a City, e.gToulouse

format of the announcements. In addition, an announce-.: . ihis character
ment can be incomplete. Thus, getting the induced grammar _ ) i .
'a’ : this character (stands fat’ or’in’, ... in English).
9.g. in the case of ambiguity (or failure g, if a patternp’ (p’ # p)
has been successfully recognized to fulfill a slot filler, pagternp is tried 10However, we are not in the context of the so-calRmbabilistic
against other related sections. Several lookup may be se&gem more Grammars

complex cases. Alind application of the induced production rules is the 11For the seminar announcement case, negative examples iee qu
last chance. straightforward.



The induced grammar accepts the languagéthe induced | < Word >

language of 1) and rejects those of L (the induced lan- {$1 € {"jan”..”dec”} ; add(part_of_Date,$1,100)}.
guage of L). The final induced automaton accepts the lan- <Day —name>:: < Word >
guage given belolé. The rules that reject unsuitable con- {81 € {"lun”..”sam” } ; add(part_of_Date, $1,100)}.

structions (i.e. words in L) are not reported here for the < Day >: < Number >

sake of clarity. However, one may observe that a rejection {81 € {1..31}; add(part_of_Date, $1,100)}.
takes place in the induced DFA when a derivation (upon a“ Ye?§'1>>:: ;)9](\)];72222 fm of Date,$1,100)}
token) leads to a findhilure stateF (see the section 5.4).  _ Sep > /| ' ! ,p_, 1o R se;.)arator
The language of the induced finite state automaton

The language induced from the det= (I, U I_) for the
headingpart of announcements is given below. Recall that
this definition gives only the successful derivation paths
L+ ="Séminaire" . L1

Ll=c|| (7 ||'&).L3 || <Nom>.L5| <Théme . L6
L3=<Org>.L6|| (<Théme > || < Ville>). L1
L5="".1L3 L6= €|l <Nom>.L1

Nota Bene: the value 100 (parameter of the predicdtd

indicates the confidence coefficient of the filler assigned to

" the slot. Here, the case ef Date > is rather simple and
follows a known format. We may however note that the
presence of "matin/aprés-midi" (AM/PM in English) of the
< Date > will complete the< Hr > slot filler.

Nota Bene: the induced grammar is an operational logi- 5.7 Frequency Measurements

cal grammar (extended DCG). Predicates expressing con-
straints and actions are then added to its rules (sePdle
example below). As an example of action, while recogniz-
ing (in their context):

The following percentage values is constructed from the
input samples. Her&)rgSp abbreviates’Organizer —
Speaker’, Pres stands for Present’ , Sub for’Subject’,
Plcfor’Place’, Hr for’ Hour’ andSp for ' Speaker’ :

- a <Théme- may contain a part of th8ubject; then the S o5 | Dae [ [ Fe | A | S5 [ Orgsp | End | Fes
value corresponding to th§ubject will be added to the TGN N T S T A AN N N A2
< Sub> filler; S I S S S
-fora<Ville >, the corresponding city value will be added il N T S N
to <ADR — Place> filler'3, il T oo ol ool o [ w

Other possible adjustment actions are achieved during [ows| 1@ [ 0 [ o [ 4 [ 4 [ 0 [ 0] 0 | & | %

the post-processing phase. Table 1. Frequency table of an announcement sections

In the above table, a cell’;j gives the frequency (or the
Support see below for a definition) of the columnthat
followed the linei in the training set. Th@res(Presence)
column (the last one) gives the frequency of each element
of the line in the training set (e.g. th#ub is present only in
45% of the announcements). We add to this table two other
values: 77% of the announcements contaifvaic in their
heading, and 18% of the headings contain an indication on
the organizer@rg).

The cells containing 0% are of a particular interest be-

5.6 An example: the Date analyser DCG

Below, some of the induced grammar rules (annotated
by their semantical action$ given inside brackets) for the
< Date > filler are given. The lack of any part of Rate
(e.g., theday-namgis not reported heré.
< Date >:: ["date”][” : "][’le”][< Day — name >|
[< Mid — day >]["le”"] < Day > [< Sep >|
< Month > [< Sep >] < Year > .
<Mid — day >:: <Word>

($1 € {"matin’}; cause they give indications on the cases that dp not occur.
add(part_of Heure,”8h — 12h”,100) OR For example < OrgSp > never follows the heading of an
$1 € {"aprés — midi” } ; announcement.
add(part_of_Heure,”14h — 18h”,100)}. As an example, we apply the conditional probability to
< Month >:: < Number > the sectionSub of the example of section 5 where the slot
{$1 € {1..12} ; add(part_of_Date, $1,100)} of the second line is not determined. This example shows

5 — _ how the post-processing will help deciding that slots filler
Notation: (X'||’) means & or ). The dot denotes the monoid con-  jyan the table 1 above, the probability so that the unknown

catenation and denote the empty string. i ) . . . . .

131n the < Adr — Ple> context. section (in the example given in the section 5) Swject

143 semantical action is a term from tisgntax directedand theAt- (surrounded by theleadingand theSpeakeyis 12%. How-
tributed Grammarsparadigm which denotes (no syntactic) actions based gver, this announcement does not contain a Subject in its
on the attribute values. Distinguished from the pure syit@canalysis, : : . :
such actions take place in a production rule if the rule @pgpli ggadlng and, the Speake.r 1S ,the SugcessorS}fLé@ect I,n

15[z] means an optionat; $k denotes the value of thé’kliteral (a.k.a. 15 cases. Therefore, the filler is predicted at 23% (weighted

yacc compiler compiler). 51%) to be théSubject.



Note that the strongest probability of the section that fol-
lows theheadingis the Date section. However, one can
recognize &ate by the keywords in the induced grammar.

The depth of the Morpho-Syntactic analysis engine is

the training set and the one (that accepts all positive ex-
amples rejecting all negative one) with the least number of
states is chosen. One may observe that the refinement oper-
ator is hard-coded within the th@ongruence Predicatef

a system parameter. In some cases, the (partial) linguissection 4

tic class from this filler can be extracted giving a (partial)
Noun Group (even without any initial determinant, see e.g.

[1]).
6 Results for the Example

This section describes briefly some experimentations on
the seminar announcement corpus.

For the grammatical induction, the GI process is applied
within the morphological step in order to learn to reject-use
less combinations like those constructions that are liguis
cally ambiguous and useless fottisOnce the learning step
is achieved on the seminar corpus, we obtained the follow
ing results for the seminar example of the section 5 (confi
dence coefficient for a filler value is reported at right when
it is less than 100; the original database is in French):

Org  ="Institut de Physique Nucleaire de Lyon"

Sub  ="Le probleme des conversions de modes" (51)
Sp ="Yves Colin de Verdiere" (51)
OrgSp = "Institut Fourier Grenoble" (61)
Hr ="14:30 H"

Adr_Plc="Salle 27-Rez de chaussee-Bat. Paul Dirac"
Adr  ="Institut de Physique Nucleaire de Lyon"

Date =

7 Performances Evaluation

Several textual IE systems, notably those of MUCs, in-
volved large training corpora with thousands of documents
(see e.g. [26]). However, such large training corpora (and
their associated templates) may not be available for most
real tasks.

Experiments with smaller training collections (such as
the 100 documents provided for MUC-6) suggest that fully
automated learning techniques applied to a few text exam-
ples with minimal automatic syntactic processing may not
be able to achieve sufficient coverage (see e.g. [34]).

We paid a special attention to the over generalization pit-
fall of the Gl engine. An amount of work was done in test-
ing the Gl engine on several different corpora (bibliognaph
abstract, table of content, etc.) in order to improve the in-
duction algorithm. The GI engine is parametric such that
several different degrees of generalizatfocan be set (by
varying the constraints over the language-inclusiondatti

In addition, another parameter is available in the Gl en-
gine the turns on-off the so-calleshrichmenissue (section
4.1).

However, we are aware that larger sample sets (and
other domain specific corpora such asstractscanning)
are needed to improve the system. Larger sample set has
however an inconvenience. Recall that the search space is
given by the lattice of language-inclusion specified by the
Gl process and illustrated by theongruence Predicate
This search space grows exponentially with the size of sam-
ple setl.

Starting with 300 examples, we applied a ten-fold cross
validation and observed that the results were not signifi-
cantly changed for more examples.

Metric used : in the IE task (i.e. the corpus is known to
contain announcements), evaluation metrics are based on
the filler presence and prediction.

Number of Correctly assigned slots

Precision =
Number of assigned slots

Recall — Number of Correctly assigned slots

Number of correct present slots

In addition, an harmonic measure called F-measure (see e.g.
[29]) is used to give the mean of the above values:

Precision x Recall

F —measure = —
5(Precision + Recall)

Figure 5. Performance evaluation
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of automata). The output automaton is then tested against The diagram of the figure 5 shows the performance per-

16Here, some linguistic knowledge is required to eliminateless lexi-
cal class combinations from morphological analysis.
"Three for the moment

centages we obtained.For the seminar announcements cor-
pus, it is not surprising to have high performance values
(95% and 80%) given the intended slots and the relative low



risk of error. The system is quite domain specific and may = Among other works in the field, [13] and [14] proposed
even be enhanced. Student work is currently done to adapsimilar methods for document analysis. Butin the algebraic

the system to other corpora. and constraint satisfaction frameworks of the Grammatical
Inference, the logical aspects for the direct grammar extra
8 The Related Work tion have, as well as known, not yet been investigated.

This work was initiated in a (paper) document process-

Several textual IE system have been proposed since thd"9 Project where Gl results are used to classify and then
focus on researches started by MUC program of DARPA trz_;msl_ate docur_nents_ into machine readabl_e form. Other ap-
(e.g. [22], [29)). pll_catlo_ns deglmg with more general multimedia contents

The use of pattern dictionary is common to many sys- (video in particular) are under the study. _
tems. Some uses clustering to create patterns by generaliz- 1€ code in GNU-Prolog of the realization is available
ing those identified by an expert (see e.g. [33]). The dic- from the author.

tionnary used during the analysis. step contains basically _©On top of the Gl part, we designed and implemented an
keywords (and their lexical class). IE system that fills slots of a template associated to sem-

Syntactic information can be used as in Autoslog ([31], inar announcements u§ing Bayesian measurements. ane
[32]) that uses a set of general syntactic patterns vatidate the template are slots filled, usual techniques of Data Min-
by an expert. Among these systems, some uses advancef§9 can applled Fo the result§ since the resulting valudssof t
syntactic analysis to identify the relationship betwees th slots describe S|mplyar_eIannaIdatgbase sqheme. Onecur
syntactic elements and the linguistic entities (e.g. il)i28 rent use of the system_ls to extract |_nformat|on like the re-
This analysis is costly (when the semantic information is §earch f_|eld of unlversmes,_Iabor_atones or researchdrat
not used) and may limit the system specially if linguistic 'S {0 guide PHD students in their researches.
rules are not respected (like in our seminar examples). This is a work in progress and the performance results

In many IE systems, human interaction is highly re- &€ €ncouraging to continue the project. We plan to f|r_ste_n—
quired through different phases of training. Machine Learn Nance and then extend the system to other corpora like job
ing techniques like decision trees are used ([30]) to ektrac nouncements and marine weather announcements. The
coreferences using the annotated coreference examples. &M is to establish stat|st|ps on marine catastrophes and

Among these systems, the current work is closed to PA- Previsions. The_ sy;tem will be mteglrated to a (d_atabase)
PIER system ([21]). RAPIER is an ILP system that takes I_Datammlng. engine in order to establish valuable informa-
pairs of documents and filled templates and induces ruleslion O marine events.
that directly extract fillers for the slots in the templatéis
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