Theoretical and experimental study of electronic temperatures in heavy ion tracks from Auger electron spectra and thermal spike calculations
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Abstract

Electron spectra were measured at GANIL with different heavy ions (C–Mo) and various charge states \( q \) (\( q = 6–39 \)) at fixed projectile velocity \( v \) (\( v = 19 \) atomic units, 9.2 MeV/u). A projectile dependent broadening of ion induced KVV Auger electron peaks from carbon targets was observed. From this broadening, one can deduce a mean “electronic temperature” of the heavy ion induced track at the corresponding Auger decay time (10 fs). We compare the measured temperature values to the predictions of an inelastic-thermal spike model, which takes into account the electron–phonon coupling. The model underestimates the experimental values, but reproduces the increase with ion charge.
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1. Introduction

The interaction of swift heavy ions with solids may lead to the formation of nuclear tracks in the bulk presenting a cylindrical structure with small diameter (nanometers) but with considerable (macroscopic) length (\( \mu m \) or mm). It thus can be thought of as a quasi-one-dimensional nano-structure [1,2]. The starting point for understanding track formation in solids is the excitation of target electrons and the ejection of electrons along and around the ion trajectory, which finally may be emitted from the solid surface into vacuum [2,3]. Differential electron ejection cross-sections are an important input parameter for numerical simulations of track formation (via “Coulomb explosion” or “thermal spike”) in inert matter [2,3], and calculations of the RBE (relative biological effectiveness) of heavy particles in living matter (with important applications in dosimetry and hadrontherapy) [4,5].

Here, we focus on the ejection of carbon KLL Auger electrons induced by swift heavy ions. The experiments were performed with sputter-cleaned amorphous carbon targets in UHV conditions (\( 5 \times 10^{-10} \) mbar). The spectra were recorded with an electrostatic spectrometer at the medium energy facility SME of GANIL at a fixed observation angle of 140° with 9.2 MeV/u ion beams. The carbon used in these experiments is an electrical conductor. More details on the experiment are given in [6].

Several specific effects connected to the high projectile charge of swift heavy ions in electron emission were observed. Examples are the reduction of low energy electron yields [2,7,8], appearance of hypersatellite lines due
to multiple ionisation of inner shells [2,3,9] and a broadening of Auger lines [10,11]. Examples of electron spectra (and the projectile dependence of the broadening effect) for carbon targets are shown e.g. in [6,10,11]. Also, heavy ion induced electron spectra from other target materials such as Al [12–15], Si [13–15], Be etc. [13] were investigated up to now.

Schwiertz et al. [10] suggested that the broadening of Auger lines could be connected to an increase of the “electronic temperature” of valence electrons. In this paper, we present a comparison of such “electronic temperatures” deduced from a careful analysis of measured heavy ion induced Auger electron spectra to values calculated within the framework of an “inelastic-thermal spike” model.

2. Analysis of electron spectra and deduction of “electronic temperatures”

We have deduced the mean “electronic temperature” of the target for the corresponding Auger decay time (10 fs) by the following procedure as described in more detail in [2,11]. First, we extract the primary Auger spectra, taking into account instrumental resolution and slowing down of Auger electrons during their transport to the surface by means of a numerical simulation [8,11]. The “background” consisting of a continuous ionization elementary Auger spectrum (see [2,11]). No further adjustments of, or assumptions on the primary Auger spectrum are necessary [11].

The energy width of the primary Auger spectra increases as a function of the projectile charge; for example, \( \Delta E = 42 \text{ eV} \) with \( C^{6+} \) and \( \Delta E = 50 \text{ eV} \) with \( Ni^{27+} \). The width of the energy interval of these primary spectra is connected to the energy width of the occupied density of states at the time of the Auger decay. The best fit of the width is obtained at two different temperatures of \( T = 11600 \text{ K} \) and \( T = 24000 \text{ K} \), for C and Ni impact, respectively.

3. The “inelastic-thermal spike” model

In the following description of our “inelastic-thermal spike” model [16], we will lay emphasis on the discussion of the key parameter: the “electron–phonon coupling strength” \( g \) in conducting targets. Seitz and Koehler [17] established the theory of the temperature spike. Under the assumption that the electron gas and the atomic lattice are both continuous media, the classical equations of heat flow according to Fick’s law can be written as

\[
C_e(T_e) \frac{\partial T_e}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left[ r K_e(T_e) \left( \frac{\partial T_e}{\partial r} \right) \right] - B(r,t) \quad (1)
\]

\[
C_i(T_i) \frac{\partial T_i}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left[ r K_i(T_i) \left( \frac{\partial T_i}{\partial r} \right) \right] + g(T_e - T_i) \quad (2)
\]

in cylindrical geometry. \( C, K, T \) and \( I \) are the specific heat, the thermal conductivity and the temperature respectively, \( i \) is referring either to the electrons (e) or to the lattice atoms (a), \( g \) is the coupling constant describing the electron–phonon interaction [18,19] and \( B(r,t) \) is the energy deposited in the electron system during the slowing down of the heavy ions \( r \) is the radial distance from the ion trajectory and \( t \) the time.

The initial energy deposition time \( \tau \) is about \( 0.2 \times 10^{-15} \text{ s} \) [20]. In our calculation, we assume a time of \( 1 \times 10^{-15} \text{ s} \), which corresponds to the slowing down of \( \delta \) rays electrons including plasmon de-excitation. We verified that the calculated electronic temperature is nearly independent on the chosen energy deposition time in the interval of \( 0.2 \times 10^{-15} \) to \( 1 \times 10^{-15} \). Hence, the evolution of the electronic temperature does not depend strongly on the energy deposition time.

In the present case, we further assume that \( B(r,t) = AD(r) \text{e}^{-zr} \) where \( z = 1/\tau \) and \( A \) is chosen so that the integral of \( B(r,t) \) in space and in time gives the value of the electronic stopping power \( S_e \). \( D(r) \) is the spatial energy density distribution as deduced from [21] in agreement with Monte Carlo calculations. We note that the importance of the initial energy density distribution was clearly evidenced in yttrium garnet [22,23] for the same value of \( S_e \), lower beam energy results in higher damage cross-section. Such a “velocity effect” was also observed in metals [16,24,25]. Also in the present case, the calculated temperature is rather sensitive to the spatial distribution of deposited energy as can be seen from Fig. 1. The curves 1a and 2a correspond to a beam energy of 1 MeV/u, whereas the curves 1b and 2b correspond to a beam energy of 9 MeV/u. A clear difference between the curves for 1 MeV/u and 9 MeV/u, respectively, is observed. The difference, however, becomes much less pronounced at \( \tau = 10 \text{ fs} \). Note that the initial energy distribution of curve 1a and 2a corresponds to calculations performed by Schwiertz et al. [26] which are more reliable at small radii.

Taking into account the initial spatial energy distribution [21] and the temperature dependence of all the above parameters, the two Eqs. (1) and (2) are solved numerically. The evolution with temperature of the parameters of the electronic subsystem has been described previously [16,25] for crystalline materials and will be applied to estimate the electron–phonon coupling in graphite. The thermodynamic lattice parameters are taken from equilibrium measurements. The only remaining free parameter for crystalline metallic materials is then the electron–phonon coupling strength \( g \) [27,28].

Let us now compare experimentally determined \( g \) values with a theoretical description of the electron–phonon coupling [27]. If the lattice temperature is not much
smaller than the Debye temperature $T_D$, $g$ may be approximated as

$$g = \frac{\pi^2 m_e n_e v^2}{6 e(T_e) T_e} \quad (3)$$

where $m_e$ is the electron mass, $n_e$ the electronic density, $\tau_e(T_e)$ the electron mean free time between two collisions at temperature $T_e$ and $v$ the speed of sound in the metal. $\tau_e$ is linked to the Debye temperature $T_D$ and the atomic density $n_a$ by $v = k_B T_D / (\hbar n_a)^{1/3}$.

The determination of $\tau_e(T_e)$ is very difficult, because no reliable theory is available. To bypass this difficulty, we use the relation of $\tau_e(T_e)$ to the electrical conductivity $\sigma_e(T_e)$ or the thermal conductivity $K_e(T_e)$ of the metal under study so that $g$ reads

$$g = \frac{\pi^4 (k_B n_e v)^2}{18 L \sigma_e(T_e) T_e} \quad \text{or} \quad g = \frac{\pi^4 (k_B n_e v)^2}{18 K_e(T_e)} \quad (4)$$

where $L$ is the Lorentz number. The evolution of $g$ with temperature follows that of the thermal or electrical conductivity [16]. In the following, $g$ will be determined at 300 K using measured values of the thermal or electrical conductivity of the metal under study. This means that we assume for $g$ that $K_e(T_e) = K_a(T_a)$ in order to take into account the specific properties of the irradiated material [16]. This is in fact a basic assumption of the model as discussed in [16,25] based on the fact that we rely on measured values of the thermal conductivity as a measure of electron–phonon coupling.

If we assume that the electronic stopping power threshold of defect creation is linked to the appearance of a molten phase [29], we can determine $g$ values for different metals using the inelastic-thermal spike model. In Table 1, we summarise $g$ values deduced from Kaganov’s model [27], from the electronic stopping power threshold for damage creation by heavy ions [16] and also from femtosecond (fs) laser experiments [19]. From this table, it is possible to deduce the range of validity of our procedure for the determination of $g$ (assuming one actively participating electron per atom). From fs laser experiments, $g$ values three times lower than predicted are found for Cu, while experiment and calculation are in quite good agreement for Au and Ti. From heavy ion irradiation data (fit of experimental track data to the model), $g$ values are found to be approximately equal to the calculated values for Fe, Bi and C (graphite), but up to five times larger for Ti, Co and Zr. Consequently, it is possible to estimate the $g$ values from Kaganov’s theory within better than one order of magnitude as compared to values deduced from experiments.

A direct outcome of Kaganov’s theory is that the electron–phonon coupling strength is larger for an amorphous metallic alloy than for the crystalline phase of the same material, since its thermal conductivity is lower [34,35]. This is in agreement with the finding that a material in the amorphous phase is more sensitive to heavy ion irradiation than the same material in its crystalline phase [30,31,36,37]. The $g$ value of crystalline graphite is $3 \times 10^{13}$ W/cm$^3$/K as deduced by fitting the threshold of damage creation in graphite [33] (Table 1). The known thermodynamical parameters of the lattice [38,39] and the in-plane thermal conductivity (since the irradiation was performed perpendicular to this plane) were used. The calculated $g$ value (Kaganov’s theory, Table 1) of $\sim 2.7 \times 10^{13}$ W/cm$^3$/K (assuming a lattice Debye temperature of 2230 K and one participating electron per atom) is in good agreement with experiment (Table 1). Therefore, $g = 3 \times 10^{13}$ W/cm$^3$/K is a reasonable estimate for the minimum value of the electron–phonon coupling in amorphous carbon.

Now we have to define the parameters of the electronic subsystem of amorphous materials [37]. Such an adjustment of the parameters has been done by Schiwietz et al. [26] for amorphous carbon. As in the case of crystalline materials, the quasi-free electron gas model will be used. It gives directly the evolution of $C_e(T_e)$ and links $D_e(T_e)$ to the electrical conductivity of the considered material. From experiments, $D_e(T_e)$ at 300 K can be estimated to range between 1 cm$^2$/s and 10 cm$^2$/s. However, it is important to note that the mean diffusion length of the energy on the electrons, $\lambda^2 = D_e(T_e)C_e(T_e)/g$, establishes a link
Table 1

<table>
<thead>
<tr>
<th>Metals</th>
<th>Kaganov et al. [26]</th>
<th>fs laser Exp. [19]</th>
<th>Swift heavy ions</th>
<th>Calculated threshold</th>
<th>From experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>$13 \times 10^{10}$</td>
<td>$4.8 \times 10^{10}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td>$2.3 \times 10^{10}$</td>
<td>$2.3 \times 10^{10}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>$119 \times 10^{10}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a-Fe&lt;sub&gt;85&lt;/sub&gt;B&lt;sub&gt;15&lt;/sub&gt;</td>
<td>$2400 \times 10^{10}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bi</td>
<td>$20 \times 10^{10}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td>$203 \times 10^{10}$</td>
<td>$185 \times 10^{10}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Graphite</td>
<td>$2700 \times 10^{10}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Co</td>
<td>$90 \times 10^{10}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>$85 \times 10^{10}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The calculated values from the Kaganov’s theory are compared to some experimental values deduced from fs laser experiments [19] or from the fit of track data by the inelastic-thermal spike model ([16], [33], [34,35] and present work for the graphite). The two last columns allow a comparison of the electronic energy loss threshold of damage creation obtained from the calculations and deduced from experiments.

between $D_e(T_e)$ and the electron–phonon coupling strength $g$. The $\lambda$ value defines the volume in which the energy is deposited and, consequently, the energy density. In other words, if the electronic energy diffusivity decreases, the electron–phonon coupling should also decrease. Indeed, this has been observed in crystalline materials in order to fit the experimental data [40].

4. Comparison of experimental and theoretical electronic temperatures

The inelastic-thermal spike model as described in the previous section allows to deduce the “electronic temperature” corresponding to the initial deposited energy distribution ($T_{\text{elec}}$) and at a time of $t = 10$ fs which corresponds to the KVV carbon Auger decay time. The calculations are based on the “metallic” model as described in [25]. The electron density $n_e (1 \times 10^{23})$ is calculated by assuming one actively contributing valence electron per atom. This is a realistic assumption as shown above.

First of all, we show in Fig. 1 the “maximum electronic temperature” which the system could reach if only the electronic energy deposition at $t \sim 1$ fs is taken into account, as a function of the electronic energy loss $dE/dx$ and for different initial energy depositions, i.e. either the nominal energy deposition of 9 MeV/u and a simulation using 1 MeV/u. No electron–phonon coupling is present ($g = 0$ W/cm<sup>3</sup>/K) and the electronic diffusivity is chosen as a reasonable value of $D_e = 2$ cm<sup>2</sup>/s [41] close to the minimum possible value of approximately $D_e = 1$ cm<sup>2</sup>/s. This value stems from the fact that the mean free diffusion length cannot be smaller than the interatomic distance. Increasing the beam energy from 1 MeV/u to 9 MeV/u decreases the maximum of the electronic temperature by around 25%. In the same conditions, the electronic temperature is given at 10 fs and the difference between the two calculations is less than 10%. In the following we shall take only the calculations performed at 1 MeV/u.

Second, we show in Fig. 1 the calculations for the temperature at the KVV carbon Auger decay time of $t = 10$ fs. Assuming two values of the electron–phonon, the first one corresponding to graphite ($g = 3 \times 10^{13}$ W/cm<sup>3</sup>/s) and second to an estimation of a $g$ value for amorphous carbon ($g = 1 \times 10^{14}$ W/cm<sup>3</sup>/s) the use of the electron–phonon coupling decreases the electronic temperature at 10 fs. The effect of a larger initial $D_e$ value leads to the same evolution.

We compare the experimental temperatures for the corresponding Auger decay time (10 fs) from our measurements at 9 MeV/u to the calculations done with a spatial distribution of energy deposition comparable to [26] in Fig. 2. The electronic temperatures are again plotted as a function of the electronic energy loss $dE/dx$. All of the three different calculations underestimate the experimental values at low $dE/dx$, although the discrepancy becomes less important at high $dE/dx$. It is important to note that the most realistic calculation (curve 3), including electron–phonon coupling, underestimates the experimental values by a constant temperature of about 10,000 K. By adding this value to the calculated ones, the model reproduces the increase of the electronic temperature with electronic stopping power.

![Fig. 2. Comparison of measured (heavy ion induced Auger electron spectra, beam energy of 9 MeV/u) and calculated (inelastic-thermal spike) electronic temperatures.](image-url)
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