expert systems — confrontation — ontology alignment

Samuel GESCHE
Guy CAPLAT
Sylvie CALABRETTO

MANAGING AN EXPERT SYSTEM AMONG OTHERS

Expert systems exist for several decades now awe baen provided with many tools, for almost argp sbf
their development. However, if all these methodsvalfor an effective building of such systems, hewa
knowledge itself is still to be acquired, they cainact on it. Only experts of the domain are thioke d0 go
beyond the process of designing an expert systeirt@actually evaluating it using other expert syst. We
present here a possibility, using the ontologyratignt technologies, to confront several experesystbased on
heavy ontologies. Given the problem raised by usiioge than an order of logics at once, we propdsenaan-
driven approach and we describe our model for arir@mment dedicated to the confrontation of experts

systems.

1. INTRODUCTION

Sometimes there is a need for the confrontaticsewéral models. Differences of opinions are
often at the base of this need, but other causebedound as well. For example, let us suppose
that there are two systems, based on two differedels, performing the same task. Each of these
systems is better than the other in some partefpticess, and less good in other part. It raises,
intuitively, the wish for a means to get the beSeach. One of the solutions is to confront the
underlying models and to find what the differenbesween them are —and which differences can
lead to improving any of them.

The world of expert systems has much evolved indeedecades. They have been provided
with many tools, for almost any step of their depshent. From methods of design to generic
libraries and design patterns, all is made to grdwet design and development process for
knowledge-based systems with a good level of réiliabin the beginning of the art, systems were
created in extenso from elicitated knowledge andeoled practices of an expert. Nowadays,
ontologies and methods such as CommonKADS [1] alkwploiting generic knowledge in
knowledge modelling. Expert systems are thus aeplabere knowledge specific to an expert
coexist along with capitalized and shared commumtywledge.
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However, if all these methods allow for an effeetibuilding of such systems, because
knowledge itself is still to be acquired, they canact on it. In other words, the principle of an
expert system is to rely on the knowledge of areexpand only the expert, or another expert on the
same field, is able to judge which knowledge habdaised. While this does not raise so much a
problem when considering the expert system infitsghen put on the market with other systems
informed by other experts, it raises at least #sei@ of positioning, and with methods that have a
good granularity, it can even lead to improvingyatem that has weak points. This is the reason
why we think that performing the confrontation ef/eral systems can be beneficial.

We focus on expert systems built on the model ai/h@ntologies, like those specified in the
CommonKADS method. And more specifically, we foaus forward and monotonic reasoning
engines. Heavy ontologies include an ontology doimg the model of the domain (the axioms),
and a set of constraints on this ontology, inclgdhre rules to be applied by the inference engine.

We begin this paper by presenting two general ambres to expert systems confrontation,
along with their respective weaknesses. Then, h#tieing presented the concept of heavy ontology
and the way it can be implemented in expert systemestalk about ontology alignment and its
application to expert systems confrontation. Finale describe a model for an environment
dedicated to this confrontation.

2. EXPERT SYSTEMS COMPARISON

When it comes to comparing two experts systemsathods can be chosen:
- Either the results of these systems are compapestariori, and with a sufficient set of
benchmarks one hope to find inconsistencies oemiffces between the systems;
- Or the systems themselves are tested a priori tthanexpert system of higher order, in
order to find differences in the rules or otheradat
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Fig. 1. Two approaches to expert systems confriomtat

The main issue with the first approach is thatamrot be proven that the benchmarks are
sufficient for uncovering all inconsistencies betweahe systems. The second approach guarantees
exhaustiveness, but at the cost of having to craadeher system, which itself can benefit from a
test including comparison with other systems o$ tfype. And, because successive systems have
increasing logical order, it is impossible to desaysystem for generic comparison. The machine
cannot work on more than one order without facimipiguity issues, as demonstrated in Russell’s
type theory [4].



3. EXPERT SYSTEMSAND ONTOLOGIES

Basically, experts systems involve four conceptectsf domain model, rules and strategies.
Facts are the data given as input and returneditpsito The whole purpose of the expert system is
to use given facts to infere others. Domain modhel eules are used by the inference engine to
deduce new facts from those that have been prdyigigen or deduced (that is, in a forward
reasoning process). Strategies act as higher-outtey, and are used to choose which rule have to be
used. Strategies can be either hardcoded or, wsingessive layers of their inference engine,
strategies can be given as rules of higher ordeweyer, there is necessarily a part of strategly tha
is hardcoded. Figure 2 presents a general modai ekpert system:
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Fig. 2. Model of an expert system

A heavy ontology is composed, as shown in figur@f3a lightweight ontology (concepts,
relations between them and instances) and contstreoh any type) posed upon it (or upon other
constraints). A heavy ontology is thus composedhogée parts : hierarchies (of concepts and
relations types), instances and constraints.
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Fig. 3. Model of a heavy ontology

There is a similarity between both models. Indeegbert system facts cans be considered as
instances of ontology concepts. The domain model ttaus be expressed in the ontology
hierarchies. And rules are constraints on domairdeh@nd facts. They can be expressed as
constraints on hierarchies and instances. High#eraules can be expressed as constraints on other
constraints. Expressing the expert system datah&say ontology leads to the model presented in
figure 4:
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Fig. 4. Model of an expert system based upon ayheatology

4. ONTOLOGY ALIGNMENT

Ontology alignment [5] aims at matching differentta@ogies, mainly for the purpose of
interoperability. Indeed, ontologies have beconseaadard way of describing domain knowledge in
all sorts of web and other knowledge-based appdieat and their number has strongly increased
last years. The main problem, like in expert systemthat when two ontologies are built to express
the same domain knowledge, they are prone to beyhiifferent (see figure 5 for an example).
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Fig. 5. A part of two different ontologies on thense domain

Web services are the application that are the maste to be based upon ontologies and to
need strong interoperability. In this context, noely have been developed for matching ontologies.
Ontology alignment works best on the lightweighttpzf ontologies: concepts and relation
types hierarchies are aimed first, followed by anses. Depending on the differences between
ontologies, several approaches are possible [Zed@n the matching of terms, structures and
instances, using raw data matching (especiallpgtmatching), or taking advantage of available
linguistic data such as lexicons and thesauri.
When matching expert systems, there are severtsl that may have to be confronted:
- The ontologies and the languages in which theyvaitéen;
- The rules and the languages in which they areemritt



- The hardcoded strategies and the inference engines.
The last point requires algorithm evaluation areldkailability of source code and will not be
discussed here.

4.1. FACTS AND DOMAIN MODELS

Since facts are expressed in instances of an a@yoland domain models structured in
hierarchies of this ontology, it is possible to oathese data from two experts systems using
ontology matching technologies and algorithms. Mueg, ontologies have nowadays standard
languages (mostly RDF and OWL), so the respectipert systems ontologies are likely to be
expressed in the same language.

The result of this matching allows to know how theert systems approach the domain. If
the approaches do not match, then further matclanthe level of rules, would be irrelevant. On
the contrary, the most they match, the most themmag of higher-order rules will be beneficial.

4.2. RULES AND STRATEGIES

If experts systems have similar domains modelsusedsimilar facts, the next step is to match
rules and strategies. Indeed, it is here thathallexpert knowledge is contained, and matching at
this level has a much greater impact in the telmaswe presented in introduction.

However, although ontology alignment contains saigerithm that work on a “semantic”
level (that is, on formal logics), it is much madéficult to match rules than facts or domain
models.

The first thing is that rules of each expert systeave to be expressed in the same language.
This is often not the case, even in ontology-basestems. If languages are different, rules have to
be translated into a pivot language.

There are three possible approaches to rules aaatron:

- Using the a posteriori approach of section 2., taldng advantage of the matching
between facts and domain models, one can builaniged benchmarks to enhance the
performance of the comparison.

- Matching the rules like the previous models is habtsolution, but the expression
language must allow the use of advances ontolaggrakent algorithms.

- Arguing that local matching between rules can béicsent for the purpose of
improvement, it is possible to use less advancebads of matching —like these used
on domain models— and let a human expert driventhiee semantic part of the process.

5. ENVIRONMENT

The third approach to rule confrontation, as statetthe previous section, needs the steering
of a human user. We now present further this amgproa

There are advantages and disadvantages when ushngman user rather than a fully
automated process. The main disadvantage is ttexraative environments are more complex to
design, while the main advantage is that the usebie to perform tasks that cannot be easily
formalized.

In our case, a human user has some useful abilidesis better at many-logical order
sentence disambiguation (an expert system cannoegs a sentence where more than an order of



logics is involved without facing ambiguity and lfiag). He is also good at common sense
reasoning, and his intuition and analogic reasoallayv him to do quickly some part of the tasks of
matching. This allows algorithms to get data thiatemsier to process.

We currently design [3] an environment, Platon, aihmakes it possible to carry out the
confrontation of structures on document bases f@mple is given in figure 6 below). These
structures, in this particular case, are built jpre-existent platform by the the experts themsglve
and it is done in a formalism which is adaptedhent. Our approach of confrontation aims at
helping the expert to position himself among afless, to compare his vision with that of the others
and at drawing some new ideas from the process.
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Fig. 6. An example of confrontation with Platon

Such an environment is based on iterative inteyadietween the user and algorithms, using a
heuristic based on a convergence of attempts andseConfrontation is a subjective process (as
subjective as the knowledge put in the systems)itivalves a confronter and models to confront.
The confronter has his own cognitive resources,ola strategies and procedures. Whereas an
automatic system would formally tell whether twodwels are contradictory or not, an environment
dedicated to confrontation by a human expert allbws to make attempts and links, concluding
that these two models are contradictory (or nathim. It may be another conclusion with another
expert.

This means that not only the confrontation of rulast also the confrontation of facts and
domain models has to be made in the same envirdninéeed, it is difficult for a human expert to
confront rules that apply to models that he did nonfront. Moreover, what can be done
automatically can also be done using this intevactipproach, since most of the algorithms can be
steered, and parametrized, by a user.

There is however a difference between our envirgrirfee document bases structures and an
environment for expert systems confrontation. Sicamefrontation here is based on already-formal
knowledge (ontologies, bases of rules and so ¢w®),etxperts we are talking about are not the
experts of the domain that provided knowledge far $ystem, but rather experts at modeling and
computer specialists.



6. CONCLUSION

Expert systems nowadays can be expressed usingatadigm of ontologies. We proposed

the use of ontology-related technologies, such raslagy alignment, to compare and confront
different expert systems. We saw that facts andctires alignment is easily done using these
technologies. For rules and strategies, howeverfowed that ontology alignment is unsufficient

and more evolved methods have to be used.

We used a human-driven approach as the base foproposal. We have described an

environment that takes the better part of the hub®ang and the machine, letting the user make the
strategic choices and the algorithms process tbgerhdata with the chosen parameters.
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