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63173 Aubìere, France
jmpetit@math.univ-bpclermont.fr

Abstract

Whereas self-tuning physical database design has re-
ceived a lot of attention recently, self-tuning logical
database design seems to be under-studied.

Roughly speaking, database administrators (DBA) have
to maintain on a daily basis ”efficient databases”, i.e.
databases for which SQL queries have to perform effi-
ciently for end-users, while keeping ”coherent” databases,
i.e. databases without update problems. Moreover, the huge
number of null values occurring in practice may incur a sig-
nificant overhead on his daily work, either to optimize the
memory layout or to maintain (or design new) SQL queries.

In order to reach a trade-off between the desire to main-
tain efficient databases and coherent databases, we pro-
pose a framework in which a database should be able to
self-tuning its logical database schema with respect to SQL
workloads and the data themselves.

We discuss the main points of this framework, its feasi-
bility and its relationships with some data mining problems.

1. Introduction

Today’s Relational DataBase Management Sys-
tems (RDBMS) require DataBase Administrators (DBA) to
tune more and more parameters for an optimal use of their
databases. Due to the difficulty of such a task and since a
large number of companies cannot justify a full-timeDBA

presence, simplifying administration ofRDBMS is becom-
ing a new challenge for the database community: The idea
is to have databases adjusting themselves to the characteris-
tics of their applications [6]. For example, in the context of

theAutoAdminproject [24], physical database tuning is in-
vestigated to improve performances of the database, e.g. in-
dex definitions or automatic statistic gathering from SQL
workloads [3]. In their latest versions, the main com-
mercial RDBMS integrate auto-administration aspects
[28, 8, 3].

Whereas self-tuning physical database design has re-
ceived a lot of attention recently, self-tuning logical
database design seems to be under-studied.

Roughly speaking, database administrators (DBA)
have to maintain on a daily basis ”efficient databases”,
i.e. databases on which main SQL queries have to per-
form efficiently for end-users, while keeping ”coherent”
databases, i.e. databases without update problems. More-
over, the huge number of null values occurring in practice
may incur a significant overhead on his daily work, ei-
ther to optimize the memory layout or to maintain (or
design new) SQL queries.

In order to reach a trade-off between the desire to main-
tain efficient databases and coherent databases, we propose
in this paper a framework in which a database should be
able to self-tuning (or self-restructuring) its logical database
schema with respect to SQL workloads (i.e. a set of SQL
queries performed over the database server during a pe-
riod of time) and the data themselves. We discuss the main
points of this framework, its feasibility and its relationships
with some data mining problems.

This discussion is a natural extension of our previous
works (see [11] for a survey), in which we proposed a
project called DBA Companion devoted to the understand-
ing of databases at the logical level. A prototype was devel-
oped [18] on top of any database running under Oracle.

Paper organization: Section 2 recalls some principles of



database design and emphasized two opposite goals. Sec-
tion 3 explains the main tradeoffs to be made for logical
database design with respect to either SQL workloads or the
data themselves or both. Section 4 introduces the main is-
sues we are faced with when database restructuring has to
be made. Section 5 concludes the paper and sketches some
perspectives of this work.

2. Motivations

Self-tuning logical database design is a necessary step
when the database has to evolve for instance to better match
user’s requirements or when hardware/software evolution
has to be performed. Many other database applications,
such as database reverse engineering, data interoperability
or semantic query optimization to mention a few could take
advantage of logical self-tuning. Indeed, they assume that
the database schema (tables + constraints) is up to date and
data semantics has not been lost over the time. However,
there is no guarantee at all such kind of knowledge is a pri-
ori known [9, 11].

From a database design perspective, most of existing
databases have been set up using a conceptual approach
for database design (for a survey on conceptual DB de-
sign, the reader is referred to [5]). Once a logical database
schema has been generated from a conceptual data schema,
a physical database schema has to be derived using some
DBMS-dependent language. Physical database design such
as data layout on external storage devices or indexes def-
inition is out of the scope of this paper: rather, we pre-
fer to focus on logical database design, i.e. the actual lay-
out of attributes, tables and constraints of a database. Dur-
ing DB design, the translation from conceptual schema to
relational schema is considered as rather straightforward.
Nevertheless, de-normalization techniques may occur dur-
ing this translation with respect to two main criteria:

• update problems or data redundancies, i.e. breaking
the Boyce-Codd Normal Form (BCNF) or third nor-
mal form (3NF) for some schema. A huge amount of
work has been done in the 80’s to define normal forms
with respect to functional dependencies, inclusion de-
pendencies and multivalued dependencies (see for in-
stance the book [1, 16] for a comprehensive survey).

• null values. The presence of NULL values can be
considered as such as a conceptual database design
problem [5, 23] and their occurrence are often under-
estimated at the database design time. In practice, null
values are quite common in databases since they are
very convenient to express many different kinds of in-
complete information (no less than fourteen interpre-
tations were given in [4]). Moreover, they turn out
to complexify the design of SQL queries, especially
when null values appear on join attributes.

Remark that the more the database is normalized, the
more the lenght ofjoin paths might be large (incurring
costly join operations) and the less null values do appear.

3. Opposite goals

Roughly speaking, a physical database schema without
data redundancy can be either an ”efficient” database at the
cost of having a lot of null values on join attributes or a ”null
free database” at the cost of performing more joins to per-
form equivalent SQL queries.

3.1. Maintaining coherent database

For logical database design, many options do exist within
the spectrum of BCNF: different logical DB schemas may
be free of data redundancy problems – i.e. they comply with
BCNF wrt their FD – while different with respect to null
values or join conditions.

Example 1Let us consider two very simple databases
db1 and db2 depicted in Table 1 and Table 2 respec-
tively. Both are defined over the same attribute set
U = {a1, a2, a3, b1, b2, b3, c1, c2} and comply with the
same constraints (functional dependencies and inclu-
sion dependencies are given in Table 1 and 2).
Note that in our example attribute keys are underlined and
foreign keys correspond to left-hand sides of inclusion de-
pendencies.
At the conceptual level, these two databases implement a
one-to-manybinary relationship-typeC with two attributes
c1, c2 between two entity-typesA and B with attributes
a1, a2, a3 andb1, b2, b3 respectively (cf. Figure 1).
Clearly, db1 and db2 are equivalent with respect to func-
tional dependencies, i.e. they are both in BCNF without lost
of FD. Nevertheless, they differ as follows:

• db1 may involve more join conditions thandb2 but no
null values may arise on duplicated attributesa1 and
b1 of C.

• db2 may be more efficient thandb1, but null values oc-
cur on duplicated attributesb, c1 and c2 of A. Such
null values can never appear indb1 due to its database
structure.
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Figure 1. One to many relationship-type
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A a1 a2 a3

1 0 1
2 0 3
3 1 2
4 2 5

B b1 b2 b3

0 2 2
1 1 1

C a1 b1 c1 c2

1 1 ǫ 1
2 0 1 ǫ

3 1 ǫ ǫ

I = {C[a1] ⊆ A[a1], C[b1] ⊆ B[b1]}
F = {a1 → a2a3b1c1c2, b1 → b2b3}.

Table 1. The database db1

db2

A a1 a2 a3 b1 c1 c2

1 0 1 1 ǫ 1
2 0 3 0 1 ǫ

3 1 2 1 1 1
3 1 2 ǫ ǫ ǫ

4 2 5 ǫ ǫ ǫ

B b1 b2 b3

0 2 2
1 1 1

I = {A[b1] ⊆ B[b1]}
F = {a1 → a2a3b1c1c2, b1 → b2b3}.

Table 2. The database db2

2

We restrict our attention on the problem of null val-
ues. Occurrences of null values are quite common in
real life databases and are known to be a major diffi-
culty for database programmers when they have to write
SQL queries:

• On duplicated attributes (i.e. attributes involved in
join paths): they can be a nightmare when deal-
ing with joins, specific RDBMS functions, etc. Du-
plicated attributes are exactly those attributes which
enable attribute-oriented models such as the rela-
tional model to simulate constructor-oriented models
such as Entity-Relationship models.

• On non-duplicated attributes: Most of the time, null
values were missing at the insertion time of a tuple, but
such values are not used anymore to navigate through
the database schema. These attributes are descriptive
only, they are defined within a relation schema and
convey part of the information or semantics of this re-
lation schema. Null values on such attributes are not
truly challenging for designing SQL queries.

Moreover, the presence of NULL values is very often a
big issue in a knowledge discovery in database process [13],
often considered by the expert during the pre-processing
phase. Obviously, such treatments might have a significant
impact on the discovered knowledge and on the efficiency
of the data mining algorithms being used.

Let us consider the following example to show how the
database structure influences the number of null values.

Example 2From the previous example, let us assume that
the size ofA,B andC are as follows:106 tuples inA, 104

in B and102 in C.

If we focus on the number of null values betweendb1 and
db2, we get thatdb2 has much more null values thandb1

has.
Let nulldbi

be the overall number of null values occurring
on dbdbi

, i = 1, 2. From our example, we get the following
relationship between these two numbers:

nulldb2
= nulldb1

+ 3(106 − 100)

since null values onb1, c1, c2 automatically appears in the
relationA of db2. In this setting, we say thatdb1 is a null
free databaseon duplicated attributes. 2

Clearly, to get a null free database on duplicate attributes
as db1 does, the price to pay is that the length of join
paths tends to be maximized, i.e. the performances of SQL
queries may suffer.

As shown in the previous example, the overall number
of null values in a database might be dominated by null val-
ues occurring on such attributes. We plan to conduct experi-
ments on publicly available databases to assess this remark.

Clearly, the choice between these different solu-
tions is difficult to be done at the database design time.
A challenging issue for self-tuning databases is to make
a RDBMS able to guide a DBA for self-tuning logi-
cal database schemas.

3.2. Maintaining efficient databases

In that case, there are two main options:

• Reducing length join paths without sacrificing normal
form based on functional dependencies such as BCNF
or third normal form (as shown in previous examples).

• Reducing length join paths by introducing data redun-
dancy (2NF, 1NF)

3



3.2.1. Efficient DB without data integrity prob-
lems The aim of this alternative is to maintain BCNF or
3NF schemas whileminimizing the lenght of join paths.

Example 3 From our previous example, the database
db2 complies with this principle. As expected, the num-
ber of relation schemas and inclusion dependencies de-
creases, whereas null values arise on attributesb1, c1, c2 in
A. 2

To sum up, such kind of logical database schemas is of-
ten chosen to produce physical database schemas at DB de-
sign time, its main advantage being to minimize the length
of join paths, and thus to be rather efficient. The often mis-
understood problem of such schemas concerns the number
of null values which can be generated once the database is
operational (cf Example 2). For database designers, it might
not be an important issue at database design time but that
could become a nightmare for database programmers who
have to devise SQL queries in presence of null values on du-
plicated attributes.

3.2.2. Efficient DB with data integrity problems One
may be tempted to go a step beyond in order to avoid costly
join operations: in that case, data integrity problems willin-
evitably occur due to update anomalies.

Example 4
The Table 3 shows a fully denormalized databases in which
all kind of updates anomalies may occur due to data redun-
dancy.

2

4. How to reach a compromise?

We argue that many choices made at the DB design time
may be wrong once the database is operational. In order to
perform the self-tuning of logical database schema, a com-
promise has to be reached between opposite goals.

In the spirit of [26], we argue that a good design cannot
be obtained at database design time: too many parameters
have to be taken into account at an early stage of the design,
specifically those related to application programs accessing
the database. Nevertheless, an ”optimal design” could be
defined and obtained with respect to the database accesses
as given by SQL workloads and the data themselves.

We argue thatSQL workloads could be used to tune
the database design of operational databases since they of-
fer a nice setting in which logical database tuning can be
treated objectively - with respect to SQL workloads - in-
stead of subjectively - with respect to the database designer
expertise.

Another key information freely available to reach a good
compromise is thedata themselves. In this setting, new data

mining applications arise such that key or foreign key dis-
covery in databases [9, 11].

4.1. From SQL workloads

4.1.1. Gathering SQL workloads SQL workloads repre-
sent a set of SQL accesses performed over the database
during some periods of time. They should be representa-
tive of the database activity, either Select From Where SQL
queries or update SQL queries (insert/delete/update). Re-
cently, SQL workloads can be easily gathered from opera-
tional databases by means of advanced functions available
on top of major RDBMS products: a representative work-
load can be generated by logging activity on the server and
filtering the events we want to monitor [3].

4.1.2. Using SQL statements to tune the logical
database designThe key idea is to tune the design
with respect to three main goals: minimizing the occur-
rence of null values, maximizing both the efficiency of
cost-sensitive SQL queries performed against the database
and data integrity of the database.

Example 5Let us consider two SQL workload scenarios for
databasedb2 (cf. Table 2), i.e. they represent cost-sensitive
SQL queries. The first scenario leads to a workloadW1 con-
sisting of a join betweenA.b1 andB.b1 plus some condi-
tions on attributes{a1, b2, c2}. The second scenario extends
the workloadW1 with new conditions onA.a2. Let W2 be
this workload.
For the databasedb2, these two scenarios can be interpreted
as follows:

• with W1, the databasedb1 could be used instead ofdb2

with the following gain:

– better performances of SQL queries can be ex-
pected since the number of joins does not change
with respect toW1 and the size of the involved
relations could be dramatically reduced.

– the number of null values will decrease as already
explained (cf example 2).

• with W2, the decision is more difficult since at least
one SQL query ofW2 has to be rewritten with an ad-
ditional join if db1 is chosen instead ofdb2 (due to the
presence ofa2 in W2).

2

4.2. From the data themselves

Data semantics in relational databases is mainly con-
veyed by two kind of dependencies: functional and inclu-
sion dependencies. These two dependencies lead to the def-
inition of key and foreign key in practice, two very popular
constraints supported by most of major RDBMS software.
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db3

A a1 a2 a3 b1 c1 c2 b2 b3

1 0 1 1 ǫ 1 1 1
2 0 3 0 1 ǫ 2 2
3 1 2 1 ǫ ǫ 1 1
3 1 2 ǫ ǫ ǫ ǫ ǫ

4 2 5 ǫ ǫ ǫ ǫ ǫ

F = {a1 → a2a3b1c1c2, b1 → b2b3}.

Table 3. The denormalized database db3

Nevertheless, if these constraints in a particular database
have never been defined or have been lost over the time, it
seems quite reasonable to have a look at the data themselves
to recover them.

Example 6Since no duplicated attributes do exist in the
databasedb3 in Table 3, SQL workloads are useless to cope
with the logical database structure of this database whereas
data mining techniques can still be applied to understand
the structure ofdb3. 2

In this setting, challenging data mining tasks can been
define to discover these dependencies from the database.
Algorithms do exist for functional dependency dis-
covery [14, 25, 19] and inclusion dependency discov-
ery [20, 10] and despite the intrinsic complexity of these
tasks, they work well for medium-size databases.

Due to the absence of constraints, inconsistencies may
occur in the database and thereforeapproximate dependen-
cies, i.e. dependencies that ”almost hold” into database are
worth considering. For instance, the confidence threshold of
association rules is a parameter to deal with approximate as-
sociation rules [2]. In the same way, approximate dependen-
cies can be taken into account for funcionnal and inclusion
dependencies [14, 25, 19, 20, 10].

From a data mining point of view, discovering FD and
IND in databases is far from being realistic yet on large-size
databases due to their inherent intractability. Therefore, the
applicability of these propositions is questionable in a real-
life setting. Nevertheless, we believe that this issue raises
interesting research problems, such as theapproximationof
the two data mining problems mentioned above in such a
way that the their discovery and the maintenance of the dis-
covered FD and IND become easier, as partially done in [9].

The full integration of data-mining algorithms – or at
least main data-centric steps – into query processing engine
of RDBMS is also a wonderfull challenge [27, 7].

5. Issues in DB restructuring

When a restructuration has to be performed onto an oper-
ational database, one needs to define a new database schema
and then to migrate the data, keeping in mind that applica-
tion programs accessing the database must still be working

once the new database would have been set up. We are faced
with two main cases:

• Adding new constraints without changing the database
schema : One needs to take care of application pro-
grams since new constraints may change theorder
in which SQL insert/update/delete statements are per-
formed in application programs. The problems can be
dealt with different options within specific options of
RDBMS, as the ENABLE NOVALIDATE option un-
der Oracle.

• Adding new constraints and changing the database
schema : data migration has to be performed within
the same RDBMS and applications programs have to
be upgraded.

Not surprisingly, the more complicated issue arises
whenever application programsaccessing the database
schema have to be upgraded.

One simple approach is to define a set of views over
the new database schema to ”simulate” the old database
schema. Nevertheless, updating relational views is a diffi-
cult problem which is weakly supported by majorRDBMS

yet.
This is a major problem in practice on which we believe

a lot of research remains to be done. In the sequel, we detail
further the definition of constraints over existing databases.

5.1. Adding new constraints

Quite easily, one may suggest to a DBA to enforcekey
constraints (either primary key or unique and not null con-
straints),foreign keyconstraints,not nullconstraints ortrig-
gersdefinition for more complicated cases.

In the sequel, we will focus on foreign key, the treatment
is rather similar for other constraints. Let us just recall that
a foreign key is a special case of an inclusion dependency1:

1 Such IND are also calledkey-basedinclusion dependencies (i.e. the
right-hand side is a key) and are the most interesting inclusion depen-
dencies in data modeling [21, 15, 12]. For example, they allow to rep-
resent foreign keys or isa-relationships. Furthermore, an inclusion de-
pendencyR[X] ⊆ S[Y ], whereX is a key andY is not a key but is
a foreign key, allows modeling of cardinality constraints [12]. For an
in-depth discussion on the use of inclusion dependencies indatabase
design and the interaction between functional dependencies and inclu-
sion dependencies, the reader is referred to [21, 22, 17, 16].
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X is a foreign key ofR (to Y of S) iff R[X] ⊆ S[Y ] holds
andY is a key ofS.

Clearly, a discovered inclusion dependency – exact or
approximate – may indicate a missing foreign key or a
schema misconception. Once a sequence of attributes is
known to be a foreign key, it could be enforced to prevent
invalid data entry into the database.

More precisely, given an INDR[X] ⊆ S[Y ], three cases
are relevant for self-tuning logical database:

• Y is a key ofS: a foreign keycan be defined onX of
R.

• Y is not a key but is a foreign key ofS: a trigger can
be defined to enforce this constraint.

• Y is neither a key nor a foreign key ofS: anormaliza-
tion can be performed on the database, i.e. the database
structure may be changed.

In addition, the discovered foreign keys can be used to
improve performance of joins over multiple relations. In-
deed, foreign keys constitute good candidates for indexing
or for creating clusters.

6. Conclusion

Considerations introduced in this paper for self-tuning
the logical database design are simple though very impor-
tant in practice. Between the desire to maintain efficient
databases for end-users and the desire to maintain coher-
ent databases for database programmers and end-users, we
have pointed out how SQL workloads and the data them-
selves could be used to reach a compromise among contra-
dictory objectives.

Through the notion ofassistant2, one could envision the
self-tuning of logical database design from both SQL work-
loads and the data themselves.

Along the paper, we have pointed out some challenges
that remain to be addressed to cope with self-tuning logical
database design.
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